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Abstract: Grid technologies and middleware components have shorter lifecycles than most scientific applications. The smooth and automatic migration of existing codes to modern environments continues to be a major research issue. In our work we address this problem from a novel perspective (MDA) and for a specific problem domain (scientific grid applications). We demonstrate how we apply results and techniques from the Model-driven Architecture and Code Generation fields to automatically create Scientific Grid Application Wrappers in form of different types of services among them plain Web services or WSRF services. The wrappers are enriched with non-functional property extensions such as performance analysis, resource-accounting, file-staging or execution management for instance. Design and implementation of our prototype with accounting of CPU consumption as non-functional property is exhibited. The "Invisible Grid" is an ideal Grid environment where users are completely shielded from any Grid specific details. Our research is ongoing work. We present our achievements so far on getting one step closer towards this vision.

1 Introduction

Scientific applications continue to be the main drivers for the rapid development of many large-scale Grid projects such as EGEE\(^1\), CrossGrid\(^2\) or Kwf-Grid\(^3\). In their contexts, the Grid serves primarily as environment for the execution of large-scale scientific applications with high resource demands. Those applications are often specific to a scientific domain and user community (e.g. astrophysics, chemistry, bioinformatics), efficiently implemented using performant programming languages (C/C++, Fortran), support computational and/or data parallelism and require high computation, communication and storage capacities. In addition, such kind of applications are often difficult to maintain, reuse and extend because often they have complex and monolithic structures.

One of the central objectives of Grid Computing efforts, such as Globus [FK99] or UNICORE [AS99] is to provide a uniform user and programming interface to heterogeneous
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\(^{1}\)http://egee-ei.web.cern.ch/egee-ei/2004/index.html  
\(^{2}\)http://www.eu-crossgrid.org  
\(^{3}\)http://www.kwfgrid.net
computational and storage resources. Currently, Grid computing is evolving from closed and proprietary batch-oriented protocols, to open and service-oriented environments. The Grid community noticed the large impact of service-oriented architectures and Web services and developed the Open Grid Service Architecture (OGSA) [FKNT02] as an open, service-oriented architecture for Grid computing, where every resource is represented by Grid services. Recently, the Web Service Resource Framework (WSRF) [C+04] was proposed to fully align Grid and Web service communities. Other efforts such as Web Service Grid Application Framework (WS-GAF) [PWWR03] or WS-I4² however compete to be used to build WS-based Grids. Figure 1 shows the evolution of Grid technology and how scientific applications can be executed. Before the Grid (Figure 1.a) scientists had to interact with different batch systems to execute their applications each having different languages, protocols and tools. With the first generation of Grid middleware (Figure 1.b) the complexity of the underlying systems was shielded through a uniform interface (e.g. GRAM), but still was based on a proprietary protocols. Later on, the use of Web service technologies introduced standard interfaces and protocols (Figure 1.c). This allows to implement the scientific application in form of a Grid Service in two different ways: Through a generic web service interface for job submission, such as WS-GRAM (i.e. the WSRF version of GRAM in Globus 4) or through tailored web service wrapper for the application, which are specific to the different Grid environments that are used.

In order to execute scientific applications users usually have to write rather complex scripts or programs to coordinate the execution. These scripts are tailored to use specific features of the different grid environments and are usually not reusable. In addition, the diversity of technologies and platforms has a major disadvantage for the application developer and user, since the adaptation of the application to different grid platforms is time-consuming and error-prone. Ideally, the user should be able to run his application without caring about the underlying grid technology³. Unfortunately, there do not exist any tools to automate the adaptation to different target Grid environments.

In this paper, we propose Oho⁴, which is a step towards the automatic generation of Grid

---

³This vision is commonly referred to as the “invisible Grid”, where the user is shielded from Grid specific details.

⁴Oho is a member of starship Comet’s crew commanded by Captain Future from the US Pulp magazine

---
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services to *wrap scientific application* components for different service-oriented grid environments. Our approach is based on ideas from Model Driven Architecture (MDA) [MM03], which allows to specify transformation rules of models, from a platform-independent specification of a system, into different platform-specific systems, i.e. for particular target platforms. Figure 2 shows the overall approach. Input to the first step is a black-box description of the functionality of the programs that is internally parsed and converted to a platform-independent model (PIM). In *Otho*, the PIM abstracts from all platform details (languages, artefacts, libraries, APIs protocols). Model transformation rules describe how to transform the PIMs to different platform-specific models (PSM). The PSM holds complete information of the code that will wrap the legacy application on different grid environments. In order to transform from the PIM to the PSM in *Otho* additional information is needed. Descriptions of the required non-functional properties, information on the target platform and target system. The transformation is done using a model compiler. In addition to the functional description of the application to be wrapped, *Otho* also allows to specify non-functional requirements (i.e. constraints that are orthogonal to the main functionality of the application such as logging, performance measurement, accounting of resource consumption, security, etc.) in a platform independent manner. This allows for example to measure the performance of the wrapped application without modifying the original code.

The output of *Otho* are deployable services in an appropriate format defined by the target platform (e.g. a GAR archive in the case of Globus Toolkit 4). The services are then deployed by and registered in GLARE [SVHF05], a Grid activity registration, deployment and provisioning framework developed by our group. We have applied our approach to a simple grid workflow application, where each component is wrapped to a different web-service based grid environment. Our prototype uses the Eclipse Modeling Framework (EMF) [BSM+03] as MDA environment and the included code generation utilities Java Emitter Templates (JET). The PIM to PSM model transformation is currently implemented using EMF APIs. We have chosen as target platforms Globus Toolkit Grid service and Apache Axis Web service platform. We show how to measure the execution time of the *wrapped legacy application*, and the consumption of CPU resources of the wrapper web/grid service as examples of non-functional requirements that can be specified in *Otho*.

The rest of this paper is structured as follows. Section 2 describes our proposed solution and architecture, design and implementation of *Otho* prototype. We show our prototype platform-independent and platform-specific models and show examples of code templates and generated code. Section 3 shows how we adapt the code generation with non-functional properties. Section 5 concludes the paper.

*published in the early 1940s. Otho is a shapeshifter android able to change appearance at will.*
Figure 2: Adaptive generation of Grid services with Otho

2 Model-driven Grid Service Wrapper Generation

Model Driven Architecture by Object Management Group (OMG)\(^7\) describes how to create standards-based, technology independent models of concepts and then map them to different specific technologies [MM03]. Recently, some work has been done which tries to automate the generation of Grid Services code, based on transformation of UML models to Globus Grid services [MH05]. Contrarily to such approach where the full functionality including all internal aspects need to be captured in the models to generate full service implementations we take a more specific and practical approach. The models in Otho do not describe the complete internal functionality of a service, but only the specification of the interface of the existing components to be wrapped. Usually these component interfaces are only defined by input (parameters and input artefacts such as files) and output (return values and output artefacts) and metadata how to invoke/call it which keeps our models concise and handy. Moreover this simplifies the model transformation, since the target platform-specific model can be easily mapped from an abstract specification to platform-dependent interface invocations.

To better understand our approach, let’s consider the Montage scientific application. Montage is a software system for generating astronomical image mosaics applying sophisti-
cated projection, background modification and rectification algorithms [SD04]. A simplified version of the Montage workflow is shown in Figure 3. Each of the software components takes as input one or several images, and produces images or metadata as output file artefacts. First, image metadata are generated using the mgmtb1 executable. Then, all the images are transformed using the mProject executable. This program makes a projection of the images using spatial coordinates based on the previously produced metadata. Each image can be independently treated, so that the execution can be done in parallel in several different grid sites. After the projections are calculated, image metadata have to be regenerated (mgmtb1) and the final mosaic image can be assembled using the mAdd component. mProject and mAdd are rather CPU-intensive tasks and therefore ideal candidates for execution on the grid.

The workflow consists of computational tasks and data-transfer tasks (file staging) that move image and metadata files between grid sites. In order to execute the workflow on the Grid, we want to wrap the execution of each component on a service-oriented interface, i.e. create a standard Grid or Web service that hides the actual execution on the underlying grid infrastructure. The wrapper itself does not realize the application functionality, but rather executes the code by using a job submission system (such as GRAM or WS-GRAM), or spawning a new process that executes the application. The following code fragments show the final result that we want to obtain in order to wrap Montage components (a) through Job submission script using GRAM, i.e. a platform-specific interface for job submission in Globus, and (b) by local subprocess forking. These code fragments could then be part of different types of java-based Wrappers such as an Java Web service or a Globus Grid service.

The Web Service provides an execution interface for the different components of Montage by combining the Adapter and Proxy design patterns [GHJV94], which have been proven to be useful architectural models to wrap executable units [JK98]. The Adapter allows components to communicate in spite of incompatible interfaces and the Proxy acts as intermediary to a remote object possibly adding functionality. Each activity in the workflow can be wrapped by a different service type supporting different non-functional properties and to adapt to the environment. For example, the mProject and mAdd components are wrapped with a Grid service that submit jobs through GRAM, since those are the most CPU intensive tasks on the workflow, and the file-staging is also added to execute these wrappers. On the other hand, the mgmtb1 is wrapped through a simple Web service, which only executes the command locally because it is lightweight.
2.1 Wrapper Generation Metamodel

In order to minimize the amount of interference and manual code construction, a maximum of information should be encoded in the appropriate models (platform-independent, platform-specific) and their transformations. The existing scientific application and its executable components are treated as black boxes with a well-defined interface and their source code is not modified. The only necessary knowledge about the executable components is how to use them and which artefacts they consume or produce. Internals such as what they do and how they work is not of interest in this context.

The first step for the automatic wrapper generation is the definition of the metamodel for our PIM and PSM. The metamodel relates to the model like a grammar to a formal language in that it restricts the space in which modeling elements can be arranged. The requirements and concepts that we identified, start from an abstract representation, i.e. the platform-independent model (PIM), that was designed to cover all the relevant information allowing the generation of the artefacts used to build our wrappers. The central generic part of this metamodel is depicted in Figure 4.
Part of our metamodel contains generic and abstract model elements that will be further refined for the concrete application context. The central model element is **Application** that consists of *Functional Entities*, characterized by attributes, and a single *Operation*. The *Operation* may have zero or many *Parameters* and each one has a *dataType* associated to it. For example, in the case of Montage, the *Application* will be mapped to Montage, the *Functional Entities* will be mapped to each of the single component (i.e. `mMgtbl`, `mProject` and `mAdd`). Depending on the platform that is used, the *Operation* will be mapped to *run*, *execute* or submitJob for example, and of course each of the operations will accept different *Parameters*, such as arguments or files that are required for their execution. We create model instances of this metamodel, for each application that we want to wrap. The corresponding instance for the `mProject` tool is depicted in Figure 5.

In opposition to functional requirements (i.e. what an application is expected to do), non-functional requirement and properties (NFRs) specify global constraints that must be satisfied by the application [NSRC00]. Dealing with non-functional properties is problematic because of their complexity, implementation hurdles and difficulties in formalizing and expressing them. For instance, depending on the application, *security* may or may not be considered as a non-functional property, and often finds itself in conflict with others non-functional properties like *performance* (e.g. authenticating users or encrypting messages costs time hence reducing the system performance). Designing a model to be generic enough to cover the needs of a large variety of scientific applications across several domains, and still being concise and easy to use is a hard challenge. In our work, we restrict to some of non-functional properties that are meaningful for the type of applications that we are targeting. Additionally, the usage of wrappers simplifies the integration of non-functional properties such as performance measurements and resource-accounting, since we do not need (and want) to change the original application code. We discuss in detail the integration of non-functional requirements in *Otto* in Section 3.

From the PIM perspective, we started with a simple metamodel for non-functional requirements. As shown in Figure 4, the non-functional metamodel has four main components: *properties*, *requirements*, *attributes and actions*. Each *Functional entity* should satisfy 0 to `n` non-functional properties. *Non-functional properties are constraints over non-functional attributes*, e.g. the non-function property "availability > 0.95" constraints that service availability needs to be higher than 95%. *Non-functional actions are implementation techniques, code or configuration artefacts that realize non-functional properties*. At the PIM level, non-functional actions are abstract and can only get concrete at the PSM level. Finally, *non-functional requirements* express the users additional non-functional requirements.

---

**Figure 5: Subset of an instance for Montage mProject of the Otto Metamodel**

<table>
<thead>
<tr>
<th>Project</th>
<th>Functional Entity</th>
<th>Operation</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>mMgtbl</td>
<td></td>
<td>run</td>
<td></td>
</tr>
<tr>
<td>mProject</td>
<td></td>
<td>execute</td>
<td></td>
</tr>
<tr>
<td>mAdd</td>
<td></td>
<td>submitJob</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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needs on the system. In the following section we concentrate on the process to generate the wrappers based on the platform-independent model.

2.2 Wrapper Generation for Montage

We implemented a prototype of Otno using the Eclipse Modeling Framework (EMF) [BSM03] as MDA environment and Java Emitter Templates (JET) as code generation utility. We designed a platform-independent metamodel (PIM) to cover all aspects of the application units (functional entities), which are relevant for the wrapper generation. Two platform-specific metamodels (PSM) were defined: (a) for Grid services using Globus Toolkit that use GRAM job submission (b) and for Web services using Apache Axis and local subprocess forking.

Figure 6 depicts the overall process for the generation of the code for wrapping Montage components on the different target platforms. The user creates the description of the applications, i.e. creates a model instance, using graphical editors. These editors are automatically generated from the metamodel using EMF facilities and allow to modify the elements of the tree-based representations of the model. After creation of the PIM instance, the user saves to model in its default EMF serialization to a file and starts the model transformation tool (i.e. the model compiler) that deserializes the PIM and writes its results to the new PSM serialization file. The PIM to PSM model transformation tool was implemented Java using the EMF APIs. The PSM contains all the relevant information from the PIM, and some default values for new settings.

Since the PSM model generated by the model transformation tool is in XMI format, the user has the possibility to use the EMF model editor to modify or adapt some of the PSM attributes, if required. Figure 7 shows the data management subset of the PIM (a), the WS-I Web services PSM (b) and the eclipse-based model editor generated from the EMF metamodel (c). The WS-I Web services PSM contains all the necessary artefacts for our wrapper Web service that we want to generate. For instance, the necessary Apache Ant build scripts and configuration files (build.xml and build.properties) that have to be generated are shown in Figure 7 (c).

```java
public static Application createMontageInstance() {
    Application application = coreFactory.createApplication();
    application.setName("Montage-2.2");
    // ...
    FunctionalEntity clie2 = coreFactory.createFunctionalEntity();
    clie2.setName("mProject");
```
The code fragment printed above is part of the model transformer and illustrates how the EMF APIs generated from the metamodel are used to build and manipulate model instances programatically. The Application and FunctionalEntity classes were generated from the EMF metamodel. Once the platform-specific models are created, JET is used to generate the source code and the configuration file artefacts. For each file artefacts, we created a JET template file like the following.

```java
<% // jet package="org.gcreator.generators" class="WsImplementationTemplate" ...
<% package %= model.packageName %;
<% public class %= model.className % { ...
<% private static HashMap instances = new HashMap(); ...
<% String[] command = new String[] { ...
<% try { ...
<% } catch (Exception e) { ...
<% } ...
<% } ...
```

JET uses a template based mechanism similar to Java Server Pages (JSP)\(^8\) with a template language that is transformed into a Java classes with a generate method, that constructs and returns the generated code as string. The template language provides scriptlets to

\(^8\)http://java.sun.com/products/jsp
embed any Java code and expressions that are evaluated marked with special tags. The EMF model (or in fact arbitrary class) can be accessed to retrieve the model information. We decided not to directly access the EMF model from JET but to use helper classes that internally access the EMF model instead. The helper classes provide convenience and utility methods such as the `getMethodSignature()` that returns a full method signature in Java syntax as string.

The last step in our process of Figure 6 is the actual deployment of the generated wrappers. All the necessary steps (compilation, packaging, etc.) are automated using Apache Ant build files, that themselves are generated from EMF-model via JET. Most of these build-files are generic and require only small adaptations to be used on different target platforms. We have implemented a Java-based tool that produces deployable packages in platform specific formats i.e. web application archive (.war file) for web service deployment, and Grid application archive (.gar file) for the deployment of Globus Grid service.

3 Adapting Generation with Non-Functional Properties

The rational behind our wrappers is twofold. First we address the semi-automatic integration into different Grid environments. This is the functional aspect described in the previous section. Second we augment utility of our wrappers by enriching them with non-functional properties (NFP) to add additional benefit to users. Non-functional characteristics are orthogonal to the main functionality of the application. We restrict ourself to non-functional properties that manifest themselves in code/configuration artefacts and that are of high relevance for scientific Grid applications such as logging, performance analysis, accounting of resource consumption, security, etc. For our prototype we selected execution time analysis and accounting of resource consumption of Java applications. These are representative examples to demonstrate their integration into our wrappers and potentially reveal necessary improvements of our modeling and implementation approach.

3.1 Case 1: Monitoring Execution Time

In our first case study we are interested in collecting the real execution of our applications. This requirement is simplistic but it allows easy modeling and rapid prototyping. Table 3.1 shows the non-functional part of our metamodel for monitoring execution time. The requirement expresses the user’s wish to know the execution time. This requirement is satisfied by `MONITOR_EXEC_TIME = REAL_TIME, MILLISECONDS`; the constraint ‘real time in milliseconds’ over the attribute `MONITOR_EXEC_TIME`. Actions describe how properties are realized in a specific environment and therefore manifest themselves only at the PSM level. In our example we assume a Java-platform allowing us to use the `System.currentTimeMillis` API to retrieve and compare timestamps.

```java
private long execTime = 0;
public void mProject(String dataPath, ...) throws RemoteException {
```
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Monitoring execution time

| NonFunctionalRequirement                  | "how long does my program need to finish" |
| NonFunctionalAttribute                   | PERF_CODE_EXEC_TIME                      |
| NonFunctionalProperty                    | (REAL_TIME, MILLISECOND)                  |
| NonFunctionalAction                      | (Retrace/compare timestamps via System.currentTimeMillis) |

Accounting of CPU consumption

| NonFunctionalRequirement                  | how cpu-intensive is my program          |
| NonFunctionalAttribute                   | CPU_C088808F1108                         |
| NonFunctionalProperty                    | (JVMCODE_JAWSRIO_DATE, ABSOLUTE_QHRT)   |
| NonFunctionalAction                      | apply JRAF2 bytecode rewriting, add JRAF2 bins and GridService |

Table 1: Declaring Non-functional properties

```java
long startTime = System.currentTimeMillis();
// execute nProject as usual
this.execTime = System.currentTimeMillis() - startTime;
public long getExecutionTime() {
    return this.execTime();
}
```

In the code fragment above, we see the manifestation of Table 3.1 in Java source code, where `System.currentTimeMillis()` is used to retrieve timestamps and the result of the comparison is stored in a member variable that is accessible via an additional public method that is also added in our generation process. If we use another target platform, e.g. submission of the application to a local or grid resource manager, then the script that runs the application needs to be adapted. The following extended script uses the Unix `date` utility to retrieve timestamps and writes the comparison result to a file.

```bash
#!/bin/sh
start=`date +%s`
end=`date +%s`
#echo "startTime=$start" >> time.stat
echo "executeTime=$end - $start's" >> time.stat
```

Likewise to our first case study more advanced methods and utilities such as e.g. `perf` can be used in the same manner.

3.2 Case 2: Accounting of Resource Consumption

In our second case, we experimented with white-box accounting of resource consumption of Java programs. We selected for this purpose the Java Resource Accounting Framework 2 (JRAF2), a set of tools to enhance standard Java runtime systems with resource management features [HB04]. The current version of JRAF2 allows for non-intrusive monitoring of the CPU consumption in terms of Java Virtual Machine (JVM) bytecode instructions. By applying bytecode rewriting techniques, Java class files are transformed and instrumented so that during execution each thread maintains an instruction counter indicating
the number of executed bytecode instructions and bytecode blocks report about the number of JVM instructions. The wrapper generation process now needs to cover the following aspects (1) add JRAF2 runtime libraries, (2) perform bytecode rewriting of all class files using the JRAF2 rewriting tool and (3) extend the wrapper Grid service with additional public methods that expose the resource accounting information collected by JRAF2.

To accommodate for both computational- and data-intensive Grid applications, we implemented two Globus Grid services (a distributed master-slave mandelbrot fractal calculator and a disk-I/O-intensive data mining application based on Weka\(^8\)) in order to demonstrate JRAF2-based accounting as non-functional property in our toolkit. In addition to applying our wrapper generation technique, we were also interested in the runtime overhead caused by using JRAF2 for CPU resource accounting. Remember that the Otoh Toolkit is used exclusively to create service that once created and deployed run completely independent of Otoh, Therefore these experiments do not analyze Otoh itself but the overhead introduced when wrappers exhibit this information using JRAF2.

We prepared four different server environments\(^9\). The unmodified (original) versions of Sun JRE 1.4.2_06 and Sun JRE 1.5.0 were used as basis for our evaluation. We instrumented (jafred) the complete bytecode classes including all third-party libraries of Jakarta Tomcat, the Globus Toolkit and our two applications. A test client\(^10\) simulated varying workload by running \(n\) client programs in a single JVM in separate threads concurrently and we analyzed the measured response times\(^11\). Table 2 contains the detailed results: the response time mean values \(\mu\), standard deviation \(\delta\) and the corresponding coefficient of variation for two mandelbrot and three data mining problem sizes. The rows marked with (n) show the response times normalized to the times for the unmodified scenario, that are the basis and found in rows (b) to show relative overhead. The overhead varies depending on application type and parameterizations from 1.7% for wekaj48-1e3 (the smallest dataset we used) to 73% for the most CPU intensive test ‘mandelbrot50’ that requires the most iterations over nested loops containing arithmetic operations. Interesting is that in almost all cases the standard deviation of the jafred mean response times is larger than in the test cases were the unmodified environment was used.

\(^8\)http://www.cs.waikato.ac.nz/ml/weka
\(^9\)Intel Pentium 4, 2.6GHz running FC2 Linux and Globus 3.2.1 WS-Core in Tomcat
\(^10\)Intel Pentium 4, 2.4GHz, running RH9 Linux; 100Mbit Ethernet to server
\(^11\)All experiments were repeated 130 times with the first 30 iterations discarded to allow application warm up.

<table>
<thead>
<tr>
<th></th>
<th>mandelbrot35</th>
<th>mandelbrot50</th>
<th>wekaj48-1e3</th>
<th>wekaj48-5e3</th>
<th>wekaj48-1e4</th>
</tr>
</thead>
<tbody>
<tr>
<td>sun14</td>
<td>354.4</td>
<td>47.5</td>
<td>41.7</td>
<td>19.7</td>
<td>139.6</td>
</tr>
<tr>
<td>sun14rw</td>
<td>1138.2</td>
<td>56.1</td>
<td>151.0</td>
<td>61.7</td>
<td>124.0</td>
</tr>
<tr>
<td>sun14 (b)</td>
<td>1.000</td>
<td>-</td>
<td>1.000</td>
<td>-</td>
<td>1.000</td>
</tr>
<tr>
<td>sun14rw (n)</td>
<td>1.029</td>
<td>-</td>
<td>1.147</td>
<td>-</td>
<td>1.037</td>
</tr>
<tr>
<td>sun15</td>
<td>155.1</td>
<td>95.6</td>
<td>59.8</td>
<td>269.4</td>
<td>203.0</td>
</tr>
<tr>
<td>sun15rw</td>
<td>166.4</td>
<td>100.2</td>
<td>629.4</td>
<td>260.0</td>
<td>124.2</td>
</tr>
<tr>
<td>sun15 (b)</td>
<td>1.000</td>
<td>-</td>
<td>1.000</td>
<td>-</td>
<td>1.000</td>
</tr>
<tr>
<td>sun15rw (n)</td>
<td>1.073</td>
<td>-</td>
<td>1.731</td>
<td>-</td>
<td>1.017</td>
</tr>
</tbody>
</table>

Table 2: JRAF2 Overhead for Mandelbrot and Weka48 Example Grid Services.
4 Related Work

Pierce and Fox [PF04] describe a simple approach where legacy binaries, in their case an earthquake simulation tool, are wrapped by Java Web services and executed in forked subprocesses. They treat the wrapped application as black-box and expose web-service interfaces to allow easy integration in web portals and problem solving environments. However their approach is a largely manual technique and issues such as service discovery, service metadata, error and exception handling are ignored. In contrast our approach applies MDA-techniques for fully or semi-automatic code generation and allows extensions with non-functional properties.

M. Li et al [LQ04] describe an approach to generate Web services for non-networked high performance MPI scientific legacy codes from XML-based descriptions of the interface and platform-specific information of the legacy component. In contrast to our approach they do not use MDA techniques and do not separate platform-independent from platform-specific information in the component description therefore reducing flexibility and restricting themselves to a single platform. Moreover they do not consider non-functional properties.

Mudiam et al [MGL04] wrap Web services and commandline programs on-the-fly to facilitate their integration and so that they can be discovered and used with Jini technologies. As in our approach they rely on the Proxy and Adapter patterns for their wrappers. They use an architecture description language for describing the legacy components. Although they wrap different source components including commandline programs and Web services their solution is restricted to a single platform without incorporation of non-functional properties.

Mizuta and Huang [MH05] developed a GT3 UML profile and AndroMDA catridge that translates grid services as UML class models to generate source code and settings for GT3. They differ in their approach in that they rely on UML as modeling language and a GT3 UML-Profile to enrich the models whereas we use lighter specialized models for our problem domain. We see their approach as complementary in that we could address their UML-based input models as a target of our tools to reuse their code generation infrastructure.

Sang et al [SFKL02] focus on the migration of existing scientific codes to CORBA-based environments. High-performance legacy codes written in Fortran and C++ are wrapped to build distributed CORBA objects in form of an client/server environment. Again the major difference to our work is that we are using MDA-techniques to target several platforms and our focus on non-functional aspects.

5 Conclusions and Future Work

Distributed computing and also Grid environments have lifecycles much shorter than the lifespan of many scientific applications. The need for smooth and automatic migration of existing codes to modern environments has been a research issue for some time and
continues to be a major research interest. In our work, we address this well-known problem but from a novel perspective and for a novel problem domain. We demonstrated how we apply results and techniques from Model-driven Architecture and Code Generation field to create wrappers for scientific applications. The benefit of these wrappers is founded in that we enrich them with non-functional property extensions such as performance analysis, for instance. We presented design and implementation of our early prototype. As non-functional property we selected, in the context of this work, CPU-resource-accounting with JRAF2 and presented its integration and we performed performance experiments to investigate its effects.

Our work is in an early stage with still many open questions. As next steps we plan to add additional platforms and features which will give us feedback on our metamodels. We expect to arrive at a broadly-applicable and generic metamodel after a couple of other environments and platform features have been integrated. We have several ideas regarding additional non-functional properties for performane analysis and reporting that we are going to tackle in future work. Data management and execution parallelism are a central in issue for Grid applications in general and for workflow applications in particular. We plan to extend our metamodels to capture file-staging requirements and generate the necessary code to perform file-staging, e.g. by using GridFTP, as part of the wrapper. For non-java-based applications we plan to use Scalea-G [FJP+05] an application-level monitoring environment for parallel and distributed applications that can provide similar run-time and post-mortem information as JRAF2 although designed for a different purpose.
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