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Abstract: In this position paper, we present non-technical challenges that arise while building ecosystems for trustable smart assistants in the Internet of Things. Such non-technical challenges are often neglected in the development process of information systems, even though they are important elements for their success. Only if the assistants are technically effective and fit into the non-technical framework conditions of their application area (e.g. the market structure, stakeholder, liability, and data-protection requirements), they will be able to become successful innovations. We will support this argument in our position paper, focusing on the socioeconomic and legal perspective.
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1 Introduction

The present development in the context of the Internet of Things enables a new kind of smart services and smart assistants that support every user individually depending on his or her needs. Nevertheless, there are still some challenges on the way that need to be overcome.

Many of the challenges found in building smart assistants are rather technical and refer to aspects like interoperability or IT security. However, smart assistants require the combination of various data from several sources and therefore the cooperation of various stakeholders. Moreover, people will only be willing to use the assistants in their daily lives if they trust them and if they comply with the rules that govern these lives. These are all non-technical aspects and in this position paper, we are going to put our focus on them, as practical experience from the history of information systems has shown that they have often been overlooked. Examples to how problematic an insufficient consideration of these factors can be for the long term success of modern IT solutions can be illustrated with two relatively new German projects; DE-Mail and the new German elec-
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tronic identity card (neuer Personalausweis or “nPA”). In spite of high technical effectiveness and security, both solutions fail to succeed in the market. Therefore, a prime aim of this paper will be to address particularly the socioeconomic and legal challenges in building ecosystems for trustable smart assistants in the Internet of Things. In addition to the latter, technical challenges will be thoroughly investigated in a new research project, which is briefly presented later in the paper. We expect that the discussion and feedback on our position paper can be of high value for the future course of this research project.

The remainder of this paper is structured as follows. In the second chapter, we clarify some basic terms in the relatively young field of trustable smart assistants and ecosystems in the Internet of Things. The third chapter then focuses on the socioeconomic challenges and issues that may emerge from smart assistants in the Internet of Things to a success on the market. The fourth chapter specifies legal issues that appear on different stages of the work of smart assistants, namely: personal data protection and processing, data collection, the principles of transparency and data minimization, and liability. Moreover, it draws links to the new EU General Data Protection Regulation. The fifth chapter then presents the ENTOURAGE research project – an open ecosystem for smart assistants – that will address the challenges stated in the previous chapters in the next three years of its development. Finally, the paper finishes with a short conclusion.

2 Ecosystems for Trustable Smart Assistants in the Internet of Things

2.1 Trustable Smart Assistants

Assistance systems store, process, and transmit information and support users in personal decisions in a variety of life situations. Nevertheless, these assistants cannot be reduced to technology alone. An essential factor is the interaction with the user and the reaction to a certain context. Therefore, in general, assistance systems are contextual and personalized [GM02].

In the last years, there has been an increasing interest in the development of intelligent personal assistants in research and practice. Some voice-controlled products such as Apple’s Siri, Google’s Now, Microsoft’s Cortana or Amazon Echo are already in the market. Some studies have been researching the trustworthiness and acceptance of such systems. Moorthy and Vu [MV14] have analyzed the acceptance of personal assistants that are integrated in smartphones. The results show that the willingness to deliver private information via the natural language interface depends on the particular location and context of the user. Glass et al. [GMW08] have identified some factors, which are important for the trust of users towards personal assistants. The systems should be designed transparent, so that it is evident for the user to understand which steps are carried out for what reasons. Moreover, the user should be able to find out the sources where the system
finds the requested information. Finally, personal assistants should not be designed too autonomously, so that the users always have the power to change or adjust the functions and consequences induced.

Nevertheless, it should be noted that not only end-users are required to trust the assistants. Other stakeholders in the ecosystem (see next section) should also be able to trust in the fact that, for example, the data of their sensors are not misused and they are compensated appropriately for the services they provide. Moreover, if wrong decisions have been made, liability questions could become an issue. So far, these aspects of trust have hardly been considered in the literature.

2.2 Ecosystems for Smart Assistants

To date, existing smart assistants are limited to a large extent to the IoT platforms of their vendors or operators. A platform is considered to be a set of technological building blocks and complementary assets that companies, entrepreneurs and individuals can use and consume to develop complementary products, technologies and services [Mu13]. The restriction to single “platform-silos” significantly hinders the combination of application fields and cross-platform use of data and thus the achievement of the full potential of smart services.

This is why an open ecosystem for smart assistants is that valuable. Following Muegge [Mu13], the ecosystem-approach towards smart assistants is much broader than the platform-approach. It overcomes some of its limitations and further extends it towards the (economic) actors involved. In the networked ecosystem of interdependent and codependent actors with partially aligned incentives, a technology entrepreneur can achieve more, learn faster, and reach farther than otherwise possible, while sharing some of the risks and costs with others. The ecosystem is not defined and limited to one single (technological) platform, but rather through the outcome and incentives that are more or less shared among the different actors in the ecosystem.

By constructing such an ecosystem, it will become possible for the assistants to filter data from different sources, aggregate it, process it and make it easily accessible to the users. Additionally, user interfaces could be made available at higher levels, or even autonomous decisions within the framework of determined users’ preferences taken. Therefore, such assistants as intelligent smart services in respective open ecosystems represent a key technology for the development of the potential of the Internet of Things.

3 Socioeconomic Challenges

The current separation of platforms for smart assistants follows economic interests. The manufacturers of smart end devices have invested resources for development and operation of these devices in order to finally obtain valuable sensor data. There is no function-
ing mechanism that allows for flexible integration of new actors and their information, services or devices into this system, and takes into consideration the particular economic interests.

A crucial challenge is to analyze how such an ecosystem can be offered and used in an economically viable form. Particularly in an open ecosystem, where different actors deliver and use data and offer services based on that data (in this case particularly to assistants), the consideration of incentive and pricing models is necessary. Otherwise, this exchange can hardly be reached. To achieve this, the economic framework conditions need to be appropriately analyzed and respective requirements for the components of the ecosystem need to be derived.

Powerful smart assistants in an ecosystem rely on an exchange of data and services between different actors. This exchange could be regarded as a type of a multi-sided market between data providers, operators of smart assistants, and end users. In addition, other actors like providers of specific services (e.g. big data analysts, platform operators, and vendors of technical devices) could also participate in this market. Analyzing the structure of this market and its participants will be the first step in developing appropriate framework conditions in the ecosystem such as a market place for data. No matter who exactly the participants in the ecosystem are, it is rather certain that the ecosystem will face a multi-sided market. This implies that the success of the ecosystem will depend on the successful coordination of the demand of the distinct actors who need each other in some way [Ev03]. Another aspect to consider is that the ecosystem is subject to network effects so that, for example, the attractiveness of the ecosystem increases for operators of smart assistants if more data providers are active. Furthermore, the ecosystem becomes more attractive for data providers and operators of smart assistants if more end users are able to use the smart assistants with their smartphones or from their cars. This can result in a positive feedback and thus in an exponential growth once a critical mass has been reached. However, this also works vice versa, resulting in a chicken-and-egg problem and negative feedback [MR99]. If there are no smart assistants in the ecosystem the incentives for data providers to offer their data in the format required for the ecosystem is presumably low. Therefore, when building the ecosystem the specific market-structure and respective strategies for entering the market as well as balancing the interests of its actors have to be considered.

As the previous section already indicated, identifying the incentive structures necessary for the acceptance of the ecosystem through its integral actors or stakeholders poses another important challenge. However, the analysis and the efficient management of multidiscipline requirements towards an ecosystem for smart assistants are not trivial. Therefore, currently discussed economic models and theories have to be evaluated for their applicability in the context of an ecosystem for smart assistants in the Internet of Things. One of these approaches is stakeholder theory with its practical application stakeholder analysis. Stakeholder analysis is an established socioeconomic method. It allows to specifically address the demands of the stakeholders of a certain organization, product, as well as technology and far exceeds a simple market analysis. In addition, it is
used successfully in the area of information systems [Po99]. Thus, a stakeholder analysis of the ecosystem seems to be necessary.

When the integral stakeholder and incentive structures are identified, viable business models for these structures can be developed. Only solutions developed in that way have the potential to meet market needs and technical performance requirements and later become successful [Ac14]. However, the development of viable business models is not a trivial process but pivotal to the success of new technologies. This is also represented in the discussions on business model approaches in Business Economics, Information Systems, and specifically literature on the Internet of Things [Ka15], [Li11], [EHB11], [ZA10], [OPT05].

The pricing strategy or a pricing model that is used in the business model is the final socioeconomic challenge that we want to highlight here. As we have shown, reaching the critical mass of actors in the ecosystem is crucial due to the multi-sided market and its network effects. Finding a suitable pricing strategy for the various actors is one important element in reaching the critical mass and sustaining the ecosystem. For other application areas with multi-sided markets various pricing strategies have been discussed in the literature, the main strategies being of a “divide-and-conquer” nature. In these strategies the participation of some actors on one side of the market (divide) is subsidized through revenues generated from the other side (conquer) [CJ03]. Of course, this depends on the willingness to pay of the actors as well, which has already been analyzed for multi-sided markets [Ro14] but not for the context of ecosystems smart assistants. Overall, this shows that pricing strategies are another important research gap and challenge building ecosystems for smart assistants.

4 Legal Issues

Smart assistants are assistants that know as much as possible about their owner. It is thus necessary to collect and exchange an ample amount of data. This can be considered critical because detailed behavioral, motion and personality profiles can be derived while working with smart assistants [ST05] [Gi07] or the Internet of Things in general [HH15a]. However, not all data in smart environments will be personal data that relates to an identified or identifiable person. Many smart objects and cyber-physical systems will produce “technical” data, which at first glance may look anonymous. One big challenge of the never-ending storage of this data could however be the long-term perspective, as the growing information in data bases might, in the end, lead to identifiable persons [Ro13].

To determine whether data is personal, Art. 2 (a) of the current Data Protection Directive defines an identifiable person as "one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity”. In its core activity, a trustable smart assistant in the Internet of Things will process a plethora of
data of this kind. This leads to the application of national data protection laws, as well as of the future General Data Protection Regulation (cf. below), because the latter will only slightly change the respective definition.

If the system is to process personal data, there has to be a proper legal basis for the processing, i.e. either legislation or an effective consent by the persons affected. Without such a legal basis, every collection and processing of personal data is illegal [SS14]. Hence there are two main options that allow data collection. On the one hand, data could be collected with the consent of the data subject according to Art. 7 (a) of the Data Protection Directive; on the other hand, a law that permits the collection is required [TF14]. For example, the collection could be used as a means for the performance of a contract according to Art. 7 (b) of the Data Protection Directive. These traditional mechanisms are highly debated nowadays, particularly as regards the question who may use personal data as a basis for new business models (“data ownership”, cf. [HG15]).

If a legal basis has been found, the data controller must continue to comply with the principle of transparency. According to Art. 10 of the Data Protection Directive, the user of smart assistants must firstly be informed about the data controller, the purposes of the processing, and the recipients or categories of recipients to which these data are transmitted. This could be problematic if the data which is exchanged originate from different sources, as it may no longer be clear which controller currently stores the data and who is responsible for it. Moreover, the data collection and use should be as transparent as possible for the individuals concerned, especially when the data are transmitted and processed in “third countries” (i.e. outside the European Union and the European Economic Area). However, this transparency will be challenging due to the large number of participating data.

According to Art. 6 (1) (b) of the Data Protection Directive, personal data must be collected for specified, explicit and legitimate purposes and not further processed in a way incompatible with those purposes. The original purposes may thus not be exceeded during the data processing. However, these purposes are hard to define in advance for smart assistants due to the increasing complexity of the surrounding ecosystem and the various targets of external stakeholders. Especially, when the purpose binding principle of Art. 6 (1) (b) of the Data Protection Directive is applied to very broad purposes it can lose its value [Ro13]. If the purpose of a smart assistant is defined as “to help the data subject in professional and personal settings in every respect, including situations and modes of assistance which are not yet clear”, than literally every personal data may be regarded as being necessary to this end.

In addition, the principle of data minimization must be observed. Art. 6 (1) (c) of the Data Protection Directive indicates that as little personal information as possible should be collected. According to Art. 6 (1) (e) of the Data Protection Directive, this applies also to the duration of data retention, as the data has to be deleted or at least anonymized if the controller does not need it for the stated purpose anymore [Sc14]. This raises the question for how long the data may be stored, which becomes even more difficult to
answer if smart assistants use data to build a network that consists of these data and grows with them.

Another important point in question is the processing of special categories of personal data. Regarding to Art. 8 (1) of the Data Protection Directive, these kinds of data refer to racial or ethnic origin, political opinions, religious or philosophical beliefs, trade-union memberships, and the processing of data concerning health or sex life. As smart assistants will collect data of many areas of personal life, it is very likely that this will include sensitive data of this kind. If smart assistants, for example, permanently track the current location of the user, this may include a stay in hospital, leading to the information about medical treatment. Data protection law then demands higher requirements: while a simple consent for normal personal data has to be “unambiguously given” in general, the consent for sensitive data must be “explicit” regarding these data. Depending on the number of consents and the technical design, this could be very burdensome.

Continuing, the guarantee of data security is another challenge. The more data a controller stores, the greater the interest from others will be to obtain access to this information. Especially cross-platform applications are very crucial as they increase the vulnerability for external attacks, because IT architectures will be designed more standardized and uniformly. As data security is not only a legal requirement (cf. Art. 17 of the Data Protection Directive), but also a prerequisite for any trust of the user in smart assistants, it will be mandatory for data controllers to ensure a high, state-of-the-art standard.

Further the question of liability must be addressed if shortcomings arise after working with smart assistants. Here it must be clarified whether a device was malfunctioning due to an application of smart assistants or due to the device itself. It makes a difference whether devices can be connected externally, for example with a kind of API or if direct access to the software of the devices is required. In such cases, it could be hard to prove when and why defects occur, because the software of the device has to be inspected. This could mean that the Source Code of the software must be disclosed, at least to courts or for expert evidence.

As other technical innovations and data-based business models, smart assistance in the Internet of Things will meet the challenge of the new General Data Protection Regulation that will become effective in May 2018 [Wy16] after a long negotiation process [Ho13a]. This new framework tries to establish common data protection requirements and enforcement mechanisms within the European Union. It aims, inter alia, at strengthening data subjects, introducing effective sanctions, proposing new mechanisms such as privacy by design [Ho13b] and data protection seals [HH15b], and at enhancing the cooperation of the data protection officers in the Member States [Al16]. However, the Data Protection Regulation still leaves many decisions up to the Member States, which makes it hard to realize this unity [Ro15]. Moreover, problems about smart assistants, big data, or cloud computing are not mentioned at all [RNR15]. Thus, there is a great need for research on the specific requirements for these and other innovative technologies, because companies need to be prepared once the new rules become applicable in 2018.
It is very likely that neither law nor technology alone are able to solve the privacy and data protection issues of smart assistants. There is a great need for an “alliance” of the two [Ro01]. Legal requirements serve as criteria for the design of specific technical and organizational solutions, so that the latter can comply with the data protection law from the very outset of the process of research and development (for examples, see [Ro11]). While working with smart assistants, it is almost impossible to avoid personal data. Therefore, a safe processing of these data has to be guaranteed in order to avoid restricting the users in their rights and, at the same time, losing their trust in innovative technical solutions.

5 The Entourage Research-Project

The challenges described above will be addressed over the next three years in the new research project “ENTOURAGE – Smart Assistance – Enabling Trusted Ubiquitous Assistance”4 that has attracted funding from the German Federal Ministry for Economic Affairs and Energy (BMWi) through its “Smart Service World” technology competition.

The interdisciplinary project started earlier this year and is one of 16 successful projects selected from among 130 entries. Together, the industrial and research-partners5 are developing and testing an open ecosystem to support smart, secure, and reliable assistance systems in the Internet of Things. ENTOURAGE provides a hub for data and services, functioning as the link between IoT-platforms and services. It unites technical, organizational, and legal components, which lays the groundwork for innovative open assistance systems.

In ENTOURAGE an open ecosystem is being developed that is interoperable on many levels. The ecosystem allows a legally compliant and optimized access to the future field of assistance systems through the establishment of technical standards and collaboration models for system and server providers.

The open platform developed within the project ensures the flexible connectivity between assistance systems. To give special consideration to the user acceptance of the developed solutions, the combination of relevant information of different sources is complemented by the consideration of data protection and security issues (also from the legal perspective). This aspect is central to the project.

By analyzing the market potential and deriving business models for suppliers and users, the economic viability of ENTOURAGE is pursued. Especially in an open ecosystem where different actors deliver and process data and offer services (in this case particular-
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ly smart assistants) based on that data, the consideration of incentive and pricing models is necessary as this exchange can hardly be achieved otherwise. However, as of now such incentive and pricing models do not exist and should be developed on the basis of profound scientific analyses.

Moreover, ENTOURAGE develops a security assistant which supports users in the areas of login details, data access and data usage. This way, the security assistant contributes significantly to the user acceptance as it helps to handle challenges of data protection and usability. It also supports legal compliance when solutions based on ENTOURAGE are applied.

To verify and demonstrate the potential of ENTOURAGE, three pilot scenarios are planned. They are complementary and integrated into one ecosystem. First is the scenario “Automobile platforms and sustainable mobility“. This scenario deals with the interaction of home, commercial, vehicle, and mobility platforms. It pursues the goal of an intelligent governance of the individual traffic at personal and system levels. The second scenario „Public transport and elastic infrastructures“ includes among other aspects travel planning, which takes into account real time information, appointments, choice of modes of transport, and navigation information exchanged between platforms (smartphone, car, house), as well as additional services such as recommendations on the nearest gas stations or gastronomic possibilities. In the third scenario „Smart Home and Digital Life Balance“ the question of how technical and planning components can help employees to keep a better life-work balance with the use of smart assistance is investigated.

6 Conclusion

In this position paper we have argued that while the Internet of Things enables innovative smart services and smart assistants that are much more powerful than before, there are still some challenges to be overcome to reach their full potential. As they are often neglected in the research and development of IT systems due to a focus on technical aspects, we have concentrated on non-technical challenges in this paper. Socioeconomic and legal aspects represent important framework conditions for the success of ecosystems for trustable smart assistants and therefore are discussed in greater detail. The main challenges for these ecosystems that have been identified and will be analyzed further in the ENTOURAGE-project and its pilot scenarios are summarized in table 1 (following page).

As this is a position paper, we were only able to present our understanding of the main terms and sketch out the basic challenges that we see from a socioeconomic and legal perspective for this relatively new area of research. As for a next step, a more thorough investigation of the issues presented will be performed in our new research project ENTOURAGE, which was presented in the last chapter. Feedback and discussion about the arguments presented in this paper will be highly valuable for our future research and the
success of the project.

<table>
<thead>
<tr>
<th>Main socioeconomic challenges</th>
<th>Main legal challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Functioning mechanism allowing for flexible integration of new actors</td>
<td>• Privacy risks of personal profiles and sensitive data in the Internet of Things</td>
</tr>
<tr>
<td>• Economic viability of the ecosystem</td>
<td>• Addressing the problem of de-anonymization in big data</td>
</tr>
<tr>
<td>• Incentive and pricing models</td>
<td>• Strategies for data minimization</td>
</tr>
<tr>
<td>• Multi-sided market between different actors in the ecosystem</td>
<td>• Applying the new General Data Protection Regulation to specific technologies and business models</td>
</tr>
<tr>
<td>• Strategies for market entry considering network effects</td>
<td>• Liability for unreliable data in software ecosystems</td>
</tr>
<tr>
<td>• Interests of various stakeholders</td>
<td>•</td>
</tr>
<tr>
<td>• Business models in the ecosystem</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of the main challenges that have to be analysed
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