Open standards and interfaces as well as open source technologies play a central role in the current identity management landscape as well as in emerging future scenarios in the area of electronic identification and trustworthy end-to-end encryption for example. While there are already plenty of successful applications in which those techniques are used to safeguard the authenticity, integrity and confidentiality, there are still many closely related areas which demand further research. The aim of the “Open Identity Summit 2015” is to link practical experiences and requirements with academic innovations. Focus areas of this event are research and applications in the area of Identity Management, Trust Services, Open Source, end-to-end encryption and Cloud Computing.
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Identity Management and Cloud Computing in the Automotive Industry: First Empirical Results from a Quantitative Survey

Nicolas Fähnrich¹ Michael Kubach¹

Abstract: The automotive industry forms a complex network of original equipment manufacturers and suppliers that requires a high level of cooperation in development projects. Therefore, an efficient identity management system is needed to control access to exchanged data and collaboratively used IT-solutions supporting the development process. One of the main requirements for this system is the reliable authentication of engineers of various companies with different credentials. The SkIDentity-Project, which aims at building trusted identities for the cloud, addresses this scenario. In this context, we carried out a quantitative survey to investigate the diffusion and adoption of cloud computing and identity management technologies. First results are presented in this paper and show that although cloud computing is used by approximately half of the companies in the sample, we noticed that with an increasing number of involved parties, the trust in this technology drops significantly. Regarding identity management systems, we found a similar effect. Company-wide identity management systems are used by the majority of the companies but cross-company solutions are not adopted to this extent. Further scrutiny identified a lack of motivation as one of the main reasons for the low diffusion of this technology.

Keywords: Identity Management, IdM, Cloud Computing, Empirical Study, Automotive Industry

1 Introduction

Reliable and secure authentication mechanisms are critical for trustworthy cloud computing that is regarded as to bring significant advantages in various for for the IT-infrastructure of companies in the automotive industry [Ac14]. To ensure a broad user acceptance, the interfaces and authentication processes have to be as user-friendly as possible [Se13]. Systems need to not only be accepted but to be frequently used in order to have the potential to achieve sustainably safer cloud computing systems. Accordingly, there is not only a technological challenge, but the overarching goal to create a high security solution, which respects the needs of all stakeholders with good usability.

One approach to address the challenge of using a federated identity management-approach is being developed in the SkIDentity project [Sk14]. Federated identity management (FidM) enables distributed identity management (IdM) in administratively idendependendt organizations. The mother-organization or a designated third party (Identity Provider) is responsible for the digital identity of the user in the federation. The SkIDentity project covers technical and organizational aspects, as well as, the legal requirements. Its architecture
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enables the user to use credentials for strong authentication according to her (or her organization’s) choice in various applications. This simplifies the identity management in an environment like the engineering collaboration in the automotive industry. There are different engineers from various parent companies, who work on shared applications and exchange data, while the identity management infrastructure of their parent companies are significantly different.

The goal of the SkIDentity project is to develop a technology that is actually used and therefore provides viable security. As argued by Roßnagel and Zibuschka, the successful adoption of an identity management technology requires the consideration of the interests of all relevant stakeholders for the technology [ZR12]. The survey that forms the basis of this paper is part of the project’s stakeholder analysis assesses, the stakeholder requirements and the current situation of cloud computing and identity management in the automotive industry.

In this article we analyze the diffusion of identity management technologies and cloud computing in the automotive industry as there is no current data on these issues available. The structure of this work continues as follows. Section two outlines the scenario in the automotive industry. In section three, we present related articles. Subsequently, in section four we present the study design and results of our empirical analysis, followed by the conclusion in section five.

2 Scenario: Automotive Industry

Globally, the number of car makers (original equipment manufacturers OEM) is fairly low. Since most of them are highly internationalized and target the world-market, the competition is intense. Competitive advantages are often achieved by a fast adoption of new technologies and a short time to market. Within the last two decades, this led to a fundamental change in the development and production processes. Increasingly, these processes are being outsourced to suppliers not only for simple components, but for complex interconnected systems [WRZ14], [Vo04]. Suppliers are categorized as Tier1 to TierN-suppliers accordingly to their position in the supply chain. Tier1-suppliers on the one side interact directly with the OEMs and on the other side with Tier2-suppliers. Tier2-suppliers then receive and develop parts and components from Tier3-suppliers. This extended workbench requires an intensive collaboration between the engineers at OEMs and suppliers in multi-user applications that are hosted locally at one partner or in the future in the cloud [VS02]. The fact that OEMs and TierN-suppliers each cooperate with several, often competing partners makes an effective access control inevitable in order to protect the intellectual capital of each partner.

With an increasing number of employees, the identity management (IdM) of even a single organization can be challenging. When several companies (OEMs, Tier1-, Tier2-, TierN-suppliers) are involved, the realization of a trusted authentication of all participating engineers becomes much more complex. Engineers from different organizations often join and leave projects, their identities have to be kept up-to-date, and credentials have to be rolled
out and collected. Particularly, the different authentication methods and security policies of each organization are a major obstacle. This shows the challenge for identity management in development projects of the automotive industry that can be addressed with the SkIDentity-technology as illustrated in [KOF14]. However, for the further development of this technology for the automotive scenario a deeper analysis of the state-of-the-art and the requirements are needed.

3 Related Work

In order to identify relevant existing literature in this context, a search in online databases like Google Scholar and Scopus was performed. Our emphasis was on identifying articles with large empirical studies regarding identity management and cloud computing in general.

The search results on cloud computing were significantly larger and included several comparable investigations. In the work of Optiz et al., the technology acceptance of cloud computing was analyzed with empirical data from 100 CIOs and IT managers from stock indexed companies [Op12]. The authors identified the perceived usefulness and perceived ease of use as the critical factors for the technology acceptance. These two factors are in turn influenced by other aspects. Another approach to investigate the adoption of cloud computing was carried out by Chinyao et al. in 2011. In this work an empirical based analysis of 111 companies in Taiwan was used to derive relevant factors [LCW11]. These include top management support, relative advantage, firm size, competitive pressure, and trading partner pressure. As already stated by Fähnrich and Kubach in 2014, the number of publications regarding economic aspects of identity management technologies is fairly low [FK14]. In the work of Kubach et al. the service providers’ requirements for eID solutions were investigated using an empirical approach [KRS13]. The findings showed that the surveyed service providers from the leisure sector don’t plan to change their authentication methods in the near future. However, there is some interest in certain eID solutions. Furthermore, financial aspects for the users’ adoption of identity management solutions were examined in the work of Roßnagel et al. [Ro14]. The findings were obtained by the conduction of a choice-based conjoint analysis and indicate that users prefer simple solutions with an intermediary that manages their data.

4 Empirical Analysis

The basic data and the design of the survey are presented below. In a subsequent section selected results of the study will be shown to give a first insight into the empirical findings of the study.

4.1 Study Design

We chose the method of a quantitative survey sent out in summer 2014 to collect data regarding the identity management and cloud computing technologies used in the auto-
motive industry. The aim of this study is an empirical analysis on the present demand for these technologies and based on these findings a prediction of the future development. These results will be used for the further development of the SkIDentity technology.

The automotive industry, including its OEMs and suppliers, is the target group of this survey. We chose this industry branch due to the complex development processes that involve a high number of companies in a large network. Another reason is the high demand for protection of the intellectual capital of every company. A global revenue of 127 billion US-Dollars in 2014 [Mc15], a high competitive pressure, and a global supplier network indicate that the use of efficient and secure IdM and cloud computing solutions are the most critical in this branch. Moreover, the SkIDentity-project has already developed a technology demonstrator showing that it's technology is basically suited for the industry [KOF14].

To maximize the response rate, the survey was designed to take no longer than 15 minutes and sent out by e-mail including a link to an online survey. The survey was designed according to the recommendations of [Di07] and similar literature. With 73 usable questionnaires, we achieved an acceptable response rate of 8.4 %. For statistic analysis, SPSS was used.

![Region Headquarters](image1.png)

As shown in figure 1, the majority (82 %) of the surveyed companies are located in Europe. A further 12 % of the companies are located in North America and 6 % in Asia. When comparing this percentage distribution with the respective main markets of the companies, a similar picture as shown in Figure 1 emerges. It becomes apparent that with 85 %, Europe is the main market for most companies. Compared to the location of the company headquarters, Asia is the second largest target market. The results show an international sample with a regional (European) focus. We assessed the size of the sample-companies based on the number of employees and the recorded sales in the last financial year.

![Region Main Market](image2.png)

As shown in Figure 2, the focus is on companies with less than 5,000 employees and the largest fraction is located between 100 and 499 employees. By comparing this distribution with the turnover shown in Figure 3, clear parallels can be recognized.
The small percentages of companies with more than 10,000 employees match the distribution of large sales over 500 million euros. To sum up, we have a wide distribution from small to large companies in our sample.

Figure 4 shows the position in the value chain of the companies in the sample. With 32\%, car manufacturers take the largest share of the surveyed companies, followed by large suppliers with 30\%. Thus, the focus of the survey is on the strong positions of the value chain while other positions are included as well.

The distribution of the functional area of the respondents shows that the IT sector with 78\% is most strongly represented and indicates that the respondents have sufficient technical expertise to ensure a representative questionnaire response. As 60\% of the respondents employ a managerial position or higher it can also be expected that they have the overview and experience to give informed answers.
4.2 Study Results

Next, the current and anticipated diffusion of cloud computing and identity management technologies in our sample is presented. Further, a deeper analysis of the background circumstances is performed to gain insights regarding the acceptance of these technologies. A primary aim of this analysis is the identification of obstacles that inhibit the diffusion process. The method of frequency statistics is used to capture the current diffusion state. Further investigations are based on Likert-type scales that are evaluated using analysis of means.

As shown in Figure 5, cloud computing is categorized into three different types. A cloud solution for a single organization that is either hosted internally or provided by a third party for one single organization is referred to as private cloud computing. The restriction of use to a specifically defined user group like (a part of) the automotive industry is referred to as community cloud computing. The third type is a cloud service that is operated by a service provider and is not limited to a specific user group. Regarding private cloud computing, 33% of the companies stated that there are no plans on establishing cloud
computing technologies. On the other hand, 35% of the companies are currently using cloud based solutions and further 21% are planning to do so or are in the implementation phase. The cumulative comparison between companies that are interested in cloud solutions and companies that are not planning to adapt this technology yields a ratio of 56% to 33%. This indicates a high acceptance of private cloud computing solutions among the surveyed companies. However, when it comes to community or public cloud computing technologies, a clear drop in the acceptance is recognizable. The share of companies that are not interested in community cloud computing solutions rises to 47% and in the case of public cloud computing to 74%. This result might reflect deficiencies in the trustworthiness and the loss of control as main causes for the low level of acceptance regarding cloud solutions that operate across companies.

![Figure 6: Perceptions of cloud computing](image)

A further investigation, which is shown in Figure 6, supports this hypothesis. In these items, we asked for the perception of reliability, trustworthiness and whether the respondents regard cloud computing as well-proven using a Likert-type scale. A distinction was made between the service itself and the participating providers. High values are never achieved, which shows that cloud computing faces general problems in perception for all three dimensions. As already shown in figure 5, achieved scores decrease in all categories with an increasing number of participating companies in a cloud solution. With all categories
taken into account, a maximum value of 4.8 and a minimum value of 2.6 is reached, which equals a mean value of 3.8. Private clouds manages at least to pass the neutral value of 4. But even these values are not markedly positive. Community clouds as a technology also manage to surpass the value of 4 for reliability, but this is the only item for this technology. Generally, one can conclude that the perception of cloud computing in terms of reliability, being well-proven or trustworthy is rather low. Only for private clouds, this looks a bit more positive. As the differences between the technology itself and the providers are rather low this seems to be a problem of the whole concept cloud computing rather than of the technology or the providers.

Looking at the use of company-wide IdM technologies in Figure 7, we notice a wide dissemination of 83 %, with only 10 % of the companies in the sample stating that there is no demand. This shows that IdM is a widely established security technology. A differentiation of access rights between internal and external access is also widely common in our sample, since 78 % of the companies are allocating customized access rights for connections outside their corporate network. Regarding the cooperation with other companies, 50 % of the surveyed companies state that they are using their IdM system to grant access to internal data and further 13 % state the demand for this handling. This supports the scenario as depicted in chapter 2. Thus, our findings show that IdM solutions are widespread and that the internal IdM is used for external employees as well.

Next, we wanted to assess the current state and the future development (plans for the next two years) of authentication methods in the automotive industry. The results are shown in Figure 8. An authentication based on a public-key-infrastructure is the most common method that is either already established or planned. The second most common method is the use of a one time password generator. When cumulating the categories established and plans, both methods reach a value of more than 40 %. The other alternatives achieve significantly lower percentages. The use of biometric data to authenticate a user reaches a cumulated value of 18 %, followed by mobile telephone methods like SMS-TAN with 15 %.
Particularly noticeable is the low acceptance of national electronic identity cards like the German neuer Personalausweis as authentication method. None of the surveyed companies are using this authentication method and only 3% are planning to establish it. Furthermore, only 10% of the surveyed companies already abolished the classical username and password authentication method and 3% are planning to do so. 75% state that there are no plans on abolishing this authentication method. This shows how big the importance of this method still is, although it has been known for a long time that it brings many well known security flaws compared to other strong authentication methods.

Next, we have examined the distribution and acceptance of cross-company IdM solutions as this is the focus of the SkIDentity-project. As shown in Figure 9, about one third of the companies in the sample are already using a cross-company IdM. Furthermore, 18% are stating the demand for a federated system. Combining these two groups, we see that almost half of the companies are interested in a cross-company IdM compared to 43% that state no demand. However, turning to the handling of authentication data with other companies we see that only 10% of the companies are sharing their IdM data with other companies and 65% are stating no demand. This implies that the willingness to share authentication data is fairly low, which can likely be affiliated to trust issues as shown in Figure 9.
earlier regarding cloud computing technologies in general. This, of course, makes it quite difficult to establish a federated identity management.

On the other hand, 35% of the surveyed companies are using authentication data from other companies’ IdM systems and another 10% are stating the demand for this shared usage model. This imbalance between the willingness to share identity data and the demand for accessing other companies’ IdM systems clearly shows the existence of unexploited potential for adapting cross-company IdM solutions. Again, this could reflect trust issues.

A further investigation of the motivating factors for the implementation of cross-company IdM is presented below.

As shown in Figure 10, all factors considered are rated below the value 3 on the scale, indicating that they don’t seem that relevant for the integration. Probably other factors that were not listed were more relevant for implementing a cross-company IdM. From the factors that were listed in the survey, an increased focus in the companies’ core competencies is the highest rated factor, followed by cost reductions and a shortening of the development time that are both rated at a comparable value. Here further research into these factors, possibly in qualitative form, is clearly recommended.
In order to obtain a complete picture of all relevant factors, we asked for the main barriers against the use of cross-company IdM. The results presented in Figure 11 allow for some differentiation between the factors considered, with a range from 2.9 to 3.8. This result and a low mean value of 3.25 indicates that there’s no clear outstanding reason that stands in the way of an increasing diffusion of the cross-company IdM technology. The reason that is the most important is pretty simple: no need for cross-company IdM. However, the second most important barrier are security concerns which shows that the challenge of security (and behind this maybe trust) is still a major obstacle for this technology. All other categories are rated more or less in the same range reaching values around 3.

5 Conclusion

Our empirical analysis of the diffusion and adoption of identity management and cloud computing technologies in the automotive industry has revealed differentiated results. Private cloud computing solutions are already in use at approximately half of the companies in the sample. However, when it comes to cloud computing with other companies involved, the diffusion is much lower. We showed that with an increasing number of involved parties, the trust in this technology drops significantly. A major reason for this could be the companies’ fear of a potential loss of intellectual capital due to trust issues, lack of reliability and as cloud computing is not regarded as well-proven. When looking at identity management technologies, the majority of the companies are using a company-wide IdM with differentiated access rights between internal and external access. The evaluation of authentication methods that are currently in use or planned to be established within the next two years
showed that especially the abolishment of username and password authentication is not intended by most of the companies, which could be seen as a security issue. Regarding more secure authentication methods, a public-key infrastructure is clearly preferred compared to other solutions. Although national electronic identity cards can already be used as credentials and thus offer the potential of cost savings, none of the surveyed companies are using this technique, making this alternative the least attractive solution for this industry branch. Here, solutions like SkIDentity could step in by simplifying the integration of national identity cards for strong authentication. When it comes to cross-company IdM, about half of the surveyed companies stated that they have already established a federated IdM system or state the demand for it. As part of the cooperation with other companies, authentication data of external IdM systems is often used, even though the acceptance of sharing identity data of internal systems is quite low. Hence, we find an immature market with the potential demand for federated IdM. Further investigation of the motivating factors and barriers regarding the use of cross-company IdM shows that the expected benefits are rated quite low and most of the companies still see no need to establish a cross-company solution. Here further research is clearly needed. Moreover, this indicates that the automotive industry could be sensitized more for the use of these systems in order to achieve a far reaching diffusion. Especially the trustworthiness of federated solutions that can be achieved with solutions like SkIDentity has to be pointed out.

The results of this study are limited by the number of useable questionnaires and the limitation to the automotive industry. In order to reduce potential bias, a numerical extension of the study is recommended. Furthermore, the expansion to other industry branches not directly connected with the automotive industry would be interesting in order to check if the findings of this study are transferable to them.
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Abstract: Mobile electronic identity (eID) management solutions are on the rise worldwide and see a rapid take-up by stakeholders. In this paper experts from the SSSEDIC.2020 network study and review the status of mobile eID deployment and use in e-government as well as industry with a focus on Europe. The findings demonstrate that mobile eID solutions have the potential to become a major means for digital identification but significant efforts still must be made to drive broad adoption across European member states, to guide secure integration of mobile solutions in the industry and to arrive at dedicated standards.
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1 Introduction

With the rapidly increasing world-wide use of mobile devices such as smartphones, mobile electronic identity (eID) and mobile signature applications are spreading quickly and are gaining significant traction in the markets where they are deployed. A number of developments further increase the potential of mobile eIDs:

In the EU the eIDAS regulation opens up new application possibilities for mobile eID and signature solutions as notifiable credentials for e-government applications and thus has the potential to drive EU wide adoption of mobile eID solutions [Eu15]. In the US the FIDO Alliance brings forward new technical specifications for online authentication, which are very mobile-friendly and have gained significant traction with the industry [Fi15]. The National Institute for Standards and Technology which hosts the national program office for implementing the National Strategy for Trusted Identities in Cyberspace (NSTIC) [Na15] joined the FIDO Alliance as well and thus connects it closely with the Identity Ecosystem Steering Group (IDESG) [Id15].

However, the opportunities and challenges associated with mobile eID use have not yet been sufficiently addressed within the public and private sectors, as well as regulation and standardization. For this reason SSSEDIC.2020 [Ss15a], a large network of experts on digital identity that emerged from the SSEDIC (“Scoping the Single European Digital Identity Community”) [Ss15b] thematic network, has decided to expand on the existing SSEDIC theme of mobile eID. The goal is to develop a truly global vision for mobile eID.
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identity, to point out existing challenges, to encourage best practice sharing and to promote global standardization and interoperability for mobile identity.

This paper is a first step towards developing strategic action plans to encourage adoption in a secure and trusted ecosystem both in the public and private sector and to drive harmonization of mobile authentication mechanisms suitable for eID use. We first look at current deployments of mobile eID in Europe and discuss two exemplary implementations in more detail in section 2. In section 3 we examine the integration of mobile eID solutions in European Commission and government funded research projects. We also analyze the usage of mobile eID in the European industry by example of the automotive sector in section 4 and briefly observe the status of mobile eID in standardization and regulation in section 5, before we summarize our results.

2 Mobile eID in e-government solutions

Mobile identity management solutions have been implemented in more than 35 countries worldwide [Fo15]. In the European Union specific mobile eID solutions have been deployed in four countries: Austria, Estonia, Finland and Lithuania (which adopted the Estonian solution) as well as in the associated country of Iceland [Ge14] and the candidate country Turkey [Gs15]. Compared to the very satisfactory take-up in the countries where these solutions have been released, the number of European countries that have deployed dedicated mobile eID solutions is still small. In the following we will take a closer look at two exemplary cases for these mobile eID initiatives by governments. Austria and Estonia both complemented the traditional smartcard eID with mobile eID. These two mobile eID systems are different both in their technology basis and in organisational aspects.

2.1 Case Study Mobile eID and eSignature in Estonia

In Estonia ID cards and eID are mandatory. All citizens have an active eID card and it is widely used: Since its introduction in 2002, more than 220 million electronic signatures were created and more than 350 million online authentications took place6. While the eID card is mandatory, “Mobiil-ID” is optional and was introduced in 2007 [Ma10, Mo15]. Mobile eID needs a special SIM card and the service is charged (1€/month for unlimited transactions). Although there are about ten times less active mobile e-ID users than ID-card/Digi-ID users in Estonia, the mobile e-ID users generate almost one quarter of the total monthly transactions (2.5 million out of 10.5 million transactions7). These numbers could in part be attributed to the fact that only those users who are particularly

---

6 Figures taken 19 June 2015 at http://www.id.ee: Digital signatures 224 051 414; Active cards: 1 247 479; Electronic authentications: 356 230 150
7 The data was kindly provided by the Estonian Certification Center Sertifitseerimiskeskus (www.sk.ee) on June 24 2015.
motivated to use their eID credentials very frequently are willing to sign up for a mobile eID at a cost. However, after obtaining the mobile eID most people abandon the use of their other Estonian eID credentials almost completely. This strongly suggests that the mobile eID credentials are judged by their users as being the significantly more convenient option. Convenience and user friendliness can in turn be expected to contribute to the observed significantly higher usage rates of mobile eIDs as well.

2.2 Case Study Mobile eID and eSignature in Austria

In Austria eID is voluntary since its introduction in 2003. While there is full penetration of health insurance cards since 2005, its activation (or the activation of other tokens) as eID is a citizen’s choice. Mobile eID was first introduced in 2005 by a mobile operator as a charged service, but was ceased in 2008. A similar service got contracted by the government end of 2009. The mobile eID does not need replacement of the SIM and works with any Austrian mobile operator. Both smartcard eID (on the health insurance card) and mobile eID are free of charge for the citizen and include qualified signatures.

The Austrian system is an interesting example for the card eID – mobile eID comparison, as it has similar basic conditions for the citizens for both card eID and mobile eID:

- Practically all citizens possess both tokens (a mobile phone and a health insurance card, probably also other smartcards like student service cards)
- Activation as eID and issuing a qualified signature certificate on it is free of charge for both the health insurance card and the mobile phone
- The activation procedures are comparable (can be done at the same registration offices like tax offices, service centers, etc.; online through the same portals)
- Basically the same eGovernment and private sector services can be used. More than 200 services that can be accessed using either a smartcard eID or the mobile eID are listed at the citizen card portal

Fig. 1: Active e-cards and mobile eIDs in Austria
A first interesting question when comparing card eID and mobile eID is its take-up by the citizens. The figure above shows the active health smartcard eID (in blue) vs. active mobile eID (in red). As can be seen, mobile eID outperforms smartcard eID by far. This is also the case if considering that other smartcard eIDs exist in Austria that are not shown in the figure (like profession cards of notaries, lawyers, etc.).

Apart from one empirical study on electronic signatures [RH07], which shows that customer segments exist that prefer mobile signatures, no further scientific studies are known to the authors that give a reasoning for these trends. Still it is reasonable to assume that the mobile eID is chosen, as:

- No specific hardware (card-reader) is needed
- No specific software (card-drivers) is needed, just the browser
- Many today’s devices like tablets can no longer be used with smartcards
- Mobile eID reflects current lifestyle and Internet access practices like with tablets
- Most citizens carry their mobile phone all the time (most have the health insurance card in their pocket also, though)

3 Mobile eID in selected EU and government funded R&D projects

3.1 SSEDIC Recommendations

SSEDIC.2020 emerged from the thematic network SSEDIC. After an intensive 3-year consultation period together with over 200 European and international digital identity management experts and many stakeholder organizations SSEDIC released a set of recommendations covering four key areas judged as central for the future development of digital identity: mobile identity, attribute usage, authentication and liability [Ta14]. With that SSEDIC recognized mobile identity as key enabler for the adoption of digital identity management solutions. The SSEDIC mobile eID recommendations include suggestions to encourage the acceptance of mobile eIDs as a notifiable credential for eGov use, to review Mobile eSignature/Wireless PKI standards relating to eIDs and to enable access to eGov services via mobile devices regardless of the contractual relationship with mobile providers (similar to emergency calls). The full recommendations are presented in detail in [Ta14].

3.2 FutureID

Practical insights supporting the rising importance of Mobile eIDs come from research in a European identity management-focused project, where use cases play a major role. In this EU-funded project titled "FutureID - Shaping the Future of Electronic Identity"
partners from 9 EU states plus Switzerland and Norway cooperate to build a comprehensive, flexible, privacy-friendly and ubiquitously available identity management infrastructure for Europe to support the EU internal market for online services [Fu15]. The project integrates existing eID technology and trust infrastructures, emerging federated identity management services and modern credential technologies to provide a user-centric system for the trustworthy and accountable management of identity claims. The FutureID infrastructure provides benefits to all stakeholders involved in the eID value chain. Users benefit from the availability of a ubiquitously usable open source eID client that is capable of running on arbitrary desktop PCs but also on mobile android-based devices. FutureID allows service providers to easily integrate their existing services with the FutureID infrastructure, providing them with the benefits from the strong security offered by eIDs without requiring them to make substantial investments. To demonstrate the applicability of the developed technologies and the feasibility of the overall approach FutureID has developed two pilot applications as well as a technology demonstrator and is open for additional application services who want to use its technology. Moreover, substantial work on market analysis has been performed in the project. Together with various stakeholders a number of use and business cases have been constructed and evaluated. To this end, qualitative as well as quantitative surveys have been conducted and technology pilots and demonstrators are running. Mobile access is part of some of these use cases. From this look into the practical world of identity management it became even clearer that mobile electronic identity management is vital for secure and trustworthy digital services [Fu14, Fu13a]. This insight is further supported through the findings from the work on Mobile eID and eSignature in Austria [ZTL11].

However, the project does not try to re-invent the wheel. Rather, it builds on already existing elements. Therefore, for example, the Austrian Mobile eID has been integrated into FutureID so that it can be used with the FutureID infrastructure. The Android client is using the Open Mobile API to get access to security modules [Fu13b].

Although a variety of existing and newly developed elements are combined in the FutureID infrastructure, it was determined that it is reasonable to maintain a common user interface on different platforms to minimise confusion. Therefore, a flexible design of the FutureID client enables a similar user experience on different devices that reflect the users’ expectations from existing services and functionalities. Therefore, the client has a lightweight GUI that enables platform independence. This is realized through a UI that is based on HTML5 technologies, enabling a responsive design [Fu13c].

3.3 SkIDentity

Another research project that is also working on mobile eIDs is funded by the German Federal Ministry for Economic Affairs and Energy (BMWi) in the “Trusted Cloud” program [Tr15]. The project “SkIDentity – Trusted Identities for the Cloud” is building a stable bridge between electronic identity cards and the existing and emerging cloud computing infrastructures [Sk15]. It aims at providing trusted identities for the cloud and
secure complete business processes and value chains. For this purpose the existing components, services and trust infrastructures are integrated into a comprehensive, legally valid and economically viable identity infrastructure for the cloud and tested in pilot projects. Special attention is given to the demands of small and medium enterprises and public authorities. For example the SkIDentity infrastructure contains an eID-Broker, which will bundle the necessary eID-Services in a form which is accessible even for very small companies and municipal authorities. The project has won several international and German awards like the “European ID and Cloud Award 2015”, “EuroCloud Germany Award 2015” and “Land der Ideen” 2014 and 2015 [Sk15].

Using the SkIDentity-Infrastructure, various electronic identity cards like the German eID (“neuer Personalausweis”), the Austrian social insurance card (e-card), the Estonian eID as well as several signature and banking cards from D-Trust, DATEV, S-Trust and GAD can easily be used in cloud and web applications. Moreover, cryptographically secured “Cloud Identities” can be created for pseudonymous authentication or self-determined identity proofing. These “Cloud Identities” can not only be autonomously managed by the user, they can also be transferred securely to almost any smartphone, thereby “mobilising” these eIDs for the use in mobile applications. Service providers that have registered themselves and their online services at the SkIDentity service can allow users to securely identify using their smartphone with the derived mobile eID [Hü15].

3.4 eSENS

The EU Large Scale Pilot (LSPs) eSENS is carried out by twenty EU/EEA member states and candidate countries. The purpose is to consolidate building blocks delivered by sibling LSPs and to pilot these in production environments. Such building blocks are inter alia eID, eSignatures, eDelivery, or eDocuments. eSENS piloting domains are eProcurement, eHealth, business lifecycle, eJustice, and citizen services [Es15]. For the basic building blocks eID and eSignatures eSENS recognises that the success of mobile devices asks for particular attention. One obvious reason is that many mobile devices no longer have the interfaces needed for traditional eID and eSignature means like smart-cards. A further reason is a clear preference by users that use mobile devices as their preferred Internet access device.

eSENS addresses the mobile challenge in two dimensions: On the one hand, seamless integration of emerging mobile Id and mobile signature solutions in existing services is needed. On the other hand, states that do not yet have a large scale eID programme may deploy mobile solutions swifter, if they base these on the existing high penetration of mobile devices. The same holds for states that have eID and eSignature solutions but want to augment these as a next generation. The Austrian mobile eID and eSignature solution (cf. section 2.1) can be seen as a showcase: It has been developed in the LSP STORK, design, development, deployment and production integration in services could be achieved in about half a year.
eSENS does not develop mobile eID and eSignature solutions on their own, as little merit is seen if states develop solutions in an area as dynamic as mobile markets. What is developed is reference models on how emerging mobile solutions can be integrated into the states’ infrastructure. This included interfaces to the identity basis (like population registers) and the registration infrastructure (like city halls).

4 Mobile eID in Industry and B2B - Automotive sector survey

To shed light on the current market situation for identity management in a business to business context we can present the first results from a quantitative survey in the European automotive industry. The survey in the form of an online questionnaire was conducted in Summer/Fall 2014 and focused on several aspects of electronic identity management in this specific professional context. As the target population was the European automotive industry, we used the customer database of an organization that governs the most important secure communications network of this industry. Respondents were contacted via e-mail and provided with a link to the survey. Follow-up e-mails were used to increase the response rate. Through this approach we received a total of 73 usable questionnaires. A total number of 1122 persons were effectively contacted (subtracting bounced e-mails). Thus, we achieved a response rate of roughly 7 percent. The data were analysed using SPSS. The profile of the respondents and the sample companies is shown in Figure 2 and Figure 3.

![Fig. 2: Size statistics of the sample companies](image)

As can be seen in Fig. 2, our sample covers a wide range of companies, from small to larger ones. Moreover, Fig. 3 shows that companies from different positions in the value chain are represented as well. The main market region of the sample is Europe, with Asia and Northern America being of less importance. This is certainly due to the basic population being customers of the European communication network organization. As SSEDIC 2020 is a project with a European focus this seems appropriate.
The characteristics of the respondents show that most of them work in the IT-department (78 percent), another 13 percent works in the development department (9 percent “other”). IT-security and identity management are very important topics for the development departments due to the sensibility of the development data that is often exchanged with partner companies and the threat of industrial espionage. The respondents on average have 19.6 years of professional experience and work in their company for 14.1 years. Looking at the hierarchical position of the respondents we get a pretty balanced picture and see that 13 percent of the respondents are CEOs/Owners of the companies, 47 percent are on a management level and another 34 percent are employees (6 percent “other”). These data permits us to see the respondents as key informants with sufficient expertise and insight into the topics in question. The key informant approach is a well-established method for conducting survey-research [Ho12]. We can conclude that for a preliminary study the sample is relatively balanced and suitable to give us first insights into the topic.

In this paper we focus on the parts of the study focusing on mobile aspects in the context
of identity management. Fig. 4 first shows that generally, company-wide identity management is very well-established in the companies included in our sample. More than four-fifths of the companies use such a system. However, it is certainly interesting to note that only 60 percent of the sample companies differentiate in the access rights between mobile and stationary devices. 18 percent of the companies do not differentiate, even though the respondents see a demand for that – a demand that from a security perspective seems to be justified.

In Fig. 5 we show which kind of authentication method the companies in our sample currently used or plan to introduce in the near future (specified as the next two years). Obviously, despite its well-known shortcomings, username and password is still the dominant method for authentication. Three-quarters of the sample companies don’t plan to abolish it while only 13 percent plan to do so or already have. As this paper focuses on the mobile aspects we omit a detailed discussion of the various other methods and discuss the use of the mobile telephone as an authentication method. This method, i.e. through SMS-TAN or special software is currently available in 10 percent of the companies. Another 5 percent plan to introduce it in the near future or are in the course of doing so. Thereby, the use of a mobile phone for authentication purposes is less important than all other alternatives to username and password except for national electronic identity cards (that are not yet rolled out in all countries of the European Union and other countries relevant to globally active companies). Public-Key-Infrastructures, One Time Password Generators and Biometric means for authentication are much more common. This means that currently, the relevance of mobile telephones for authentication purposes, despite their ubiquity, is very limited.

![Authentication method in use, plans to introduce other methods in the near future](image)

Fig. 5: Authentication method in use, plans to introduce other methods in the near future (approx.)
Summing up the first results from our empirical study we can note that sharing of data, services and application is commonplace in the European automotive industry. However, the development of adequate measures securing this interconnectedness, especially from an identity management perspective, seems to be lagging behind. This becomes especially visible in the mobile sphere. Today, mobile phones are a well-established means for work and are widely used to access (sensitive) data but are rarely integrated into adequate systems for identity management. Hence, mobile electronic identity management is apparently underdeveloped in the European automotive industry which leaves this key industry vulnerable to IT-security threats.

5 Mobile eID in Regulation and Standardization

In regulation and standardization mobile eID and signature solutions are rarely explicitly considered, but are implicitly seen as part of an ecosystem of digital identity management solutions. The eIDAS regulation mentions mobile solutions only once in the context of “innovative solutions and services (such as mobile signing, cloud signing, etc.)”. The NSTIC (as a strategy document) mentions cell phones in the context of “existing technology components in wide spread use today” and “identity media”. It also states: “mobile phone providers have specific technical needs. Carriers may thus join a trust framework to enable individuals to authenticate using their cell phones as a credential.” Overall it appears that the very promising take-up by end-users and industry of mobile eID technologies compared to other approaches is not reflected in the weight given in these documents to mobile eID solutions. This can of course be understood at least in part by efforts to keep such documents as technologically neutral as possible.

Also in standardization domain, specifics of mobile eID solutions are rarely considered in detail. ETSI GS INS 003 “Identity and access management for Networks and Services; Distributed User Profile Management; Using Network Operator as Identity Broker” [Et10] considers mobile carriers and networks as one architecture among others. ISO/IEC 29003 “Information technology - Security techniques - identity proofing” [In12] mentions mobile phones as one of many potential non person entities (NPEs) “or endpoint devices (e.g., mobile phones, PDAs, set-top boxes, laptops)”. ITU-T X.1251 “A framework for user control of digital identity” [In13] considers mobile devices together with personal computers as devices into which a user can “plug his/her identity information” in.

However, mobile devices enable a variety of new approaches to identity management that deserve specific attention by standardization bodies. Innovative solutions such as the provision of dynamic attributes through a large variety of sensors [Ta14], efficient means to integrate various biometrics into the authentication process and the integration of dedicated secure elements [Na08] are expected to offer unique and novel opportunities for example to implement efficient step-up authentication. Further, the interaction of
mobile devices with networked services and their support through remote system accessed by mobile devices deserves detailed attention. The latter is currently addressed in the context of mobile signatures by ETSI [Et14].

6 Summary

In summary we have presented strong evidence that mobile devices have a unique potential to drive a large scale take-up of secure digital identity management solutions beyond username/password and smartcard based approaches. The Estonian and Austrian case studies demonstrate that mobile eIDs experience an extraordinarily high acceptance by end users. In both cases the successful take-up is supported by the integration of mobile eIDs in an ecosystem that offers a high number of appealing and convenient use cases.

In sharp contrast to this success stands the small number of European member states that have implemented mobile eIDs. However, the eIDAS regulation is expected to facilitate the roll-out of both mobile eID and e-signature solutions for e-government applications which should drive take-up and support further adoption.

Many national and EU projects actively consider mobile eIDs and have successfully integrated mobile eID solutions. However, mobile eIDs are usually not at the centre of attention. This is surprising as a detailed understanding of the mechanisms that drive the successful take up of mobile eIDs is incomplete. Further mobile devices offer the possibility to integrate a number of novel authentication options including step-up authentication that deserve further and more detailed research and development efforts.

The industry study in this work shows high demand for mobile eID solutions in a key industry sector but also presents evidence that the effective integration of these technologies is currently still underdeveloped. Assuming that these findings also apply to other key European industries a significant industry exposure to IT-security vulnerabilities caused by the non adequate integration of mobile eIDs is highly likely and must be addressed.

Finally, increased efforts dedicated to interoperable mobile eID standards that take advantage of the full range of authentication possibilities offered by networked mobile devices are required.
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Abstract: The paper presents results from an empirical study about the use of a single sign-on (SSO) system in an integrated open source system landscape for supporting team collaboration. A portal solution, enterprise content management system, groupware, business process management and enterprise search engine are used. The investigation shows that although it is easy to achieve SSO with the Web-based user interfaces of the information systems used, none of the systems was prepared to pass authentication tokens to the API of an integrated system or accept SSO tokens instead of username / password pairs for authentication against the API respectively. Different alternatives for achieving the desired functionality are presented and a recommendation for improvement of the affected information systems is derived.
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1 Introduction

A modern digital workspace often consists of a number of specialized software systems, capable of solving different problems. In order to minimize overhead, these systems can use a single sign-on (SSO) authentication system, eliminating the need for separately logging into each system. While big vendors’ ecosystems, such as Microsoft’s, ship with full SSO support throughout, independent open source software’s support for SSO is often limited and does not cover APIs. A number of systems supports using an external SSO system for accessing the Web user interface (UI), but still requires passing username and password to integrated systems in the back-end. In a non-SSO setup for example, when a Liferay Portal connects to an external document management system (DMS), the user’s credentials entered while logging into Liferay are replayed to authenticate with the DMS. However, in an SSO setup, the user authenticates with Liferay via an SSO token which is only valid for Liferay and cannot be replayed. Furthermore, username and password of the user are not known by Liferay, but only by the SSO system. Therefore, those cannot be used either. A proxied SSO authentication in the user’s name would be required.
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2 Usage scenario

Our target setup for the Social Collaboration Hub (SCHub\(^2\)) project contains, among others, Central Authentication Service (CAS\(^3\)) as a SSO server, Liferay\(^4\) as a portal, Nuxeo\(^5\) as an enterprise content management system (ECMS) and Camunda business process management (BPM)\(^6\) as a workflow engine. Furthermore we use Open-Xchange\(^7\) (OX) as a groupware, with Postfix\(^8\) and Dovecot\(^9\) as its backend. All services are connected to an LDAP server for user account information. Fig. 1 gives a graphical overview of the setup and the communication relations, especially those between server systems. CAS and LDAP have connections to every other system except Dovecot. These are omitted in the figure in order to make it clearer.

![Communication between systems. CAS relations are omitted (own illustration)](image)

We have several use cases where the problem described above occurs.

1. Access to the ECMS Nuxeo via CMIS\(^10\) from Liferay and OX
2. Triggering workflows in Camunda from Liferay, Nuxeo and OX
3. Storing activities in Shindig from Liferay, Nuxeo, OX and Camunda
4. Accessing emails in Dovecot via IMAP\(^11\) from OX

\(^2\) https://www.sc-hub.de/
\(^3\) http://jasig.github.io/cas/
\(^4\) http://www.liferay.com/
\(^5\) http://www.nuxeo.com/
\(^6\) http://camunda.org/
\(^7\) http://www.open-xchange.com/en/home
\(^8\) http://www.postfix.org/
\(^9\) http://www.dovecot.org/
\(^10\) Content Management Interoperability Services
\(^11\) Internet Mail Access Protocol
In principle, there are also problems when accessing Elasticsearch from the search UI in Liferay, but these can be circumvented by directly accessing the Elasticsearch REST API from the portlet in the browser. Another challenge is indexing the contents of systems that require SSO authentication, but this is not discussed here. In the remainder of the paper the challenges of proxied SSO authentication are investigated, wide-spread authentication protocols are analyzed regarding their support for this scenario and different approaches to securely pass on authentication information are evaluated. Finally the above listed use cases are discussed and a suggestion for enhancements of common open source projects is derived in the conclusion.

3 Challenges

The requirements in the case described are the same as with multi-tiered applications [Hi00]. We need the possibility for a front-end system to access a back-end service under the authenticated user’s identity [Au04]. The problem already starts with a commonly accepted term describing it. Microsoft dubbed it “the double hop issue” [Py08], in SAML the feature addressing it is known as delegated authentication [RD10], other authors call it impersonation [FF12] or proxy authentication [Sp11]. However, proxy authentication is an ambiguous term since it usually denotes a proxy that authenticates the user before passing his requests to the application, whereas here it refers to an application passing authentication information to a second application via its API. Delegated authentication is also ambiguous as it also denotes delegating the task of authentication to an external system like CAS. In this paper, the term “proxied authentication” is therefore used to denote the case where a user authenticates with an external single sign-on system for a Web-based application server system. This system in turn passes authentication information to a second back-end server system in order to access its application programming interface (API) with the name and permissions of the logged in user. Usually, common open source systems (OSS) as the ones used in SCHub rely on direct logins into their system. For accessing services of another system, the username and password accepted from the logged in user are often replayed to the second system. However, every application managing its own password replay feature is not only a security flaw but also thwarts the purpose of an SSO setup. Additionally, this replay functionality can be required by libraries used by the system, which open connections to or receive connections from other systems and do not support SSO-compatible authentication methods as is the case with the version of Apache Chemistry library used for CMIS support in Nuxeo. This makes it even more complicated to modify an integrated system so that all components use SSO. Especially the micro-service architectural style [LF14] frequently suggested in the last years [NS14] for Software as a Service (SaaS) scenarios is suffering from this problem. Although the problem is solved from a scientific point of view, the challenge of getting it to work in practice is demanding since it not only requires the usage of an authentication protocol that supports the feature. Both the SSO solution and the server systems must implement that protocol including this specific feature of the protocol as well as be prepared to pass on SSO tokens to external systems and use them for authenticating incoming API requests respectively. Fig. 2 is visualizing the
complex interplay. The user is accessing server system 1 using the browser (1) in order to view information stored in server system 2. System 1 detects that the user is not logged in and redirects the browser (2) to the external SSO system (3). After successful login there (not shown in the figure) the SSO system delivers a user ticket back to the browser (4) that in turn uses it to access system 1 as originally intended (5). However, system 1 needs a proxy ticket instead of the user ticket in order to pass credentials to system 2. Therefore, it has to request it from the SSO system (6) using the user ticket and a process described in section 4.2 but not shown in the figure. Once it got the proxy ticket (7) it can pass it on to system 2 (8) in order to retrieve the data from there (9) or invoke an action and present the result to the user (10). System 2 should be able to validate the ticket without a need to access the SSO system. Ideally, the ticket includes information about the user ID. Otherwise, system 2 would still need to query the SSO system for retrieving user information, which slows down the whole process.

Fig. 2. Communication flow during proxied authentication

The described solution is the cleanest way of achieving the desired result and implemented in SAML 2.0 (section 4.1), Kerberos (section 4.3), as well as CAS proxy tickets (see section 5.2). Another solution, but more a workaround that circumvents the problem, is the usage of system users with fixed credentials. Despite this being relatively easy to implement and partial support for this solution in existing systems, there are several drawbacks. For one, these credentials need to be stored in the configuration of several services and only a part of them may support password encryption (as is the case in SChub). Moreover, for requests to be handled properly and securely they need to be executed as the right user. But executing requests in a user’s name using admin credentials is not widely supported and thus authorization constraints are not in effect and actions may be attributed to an admin, not the user triggering a request. One example for this mechanism is indexing of content stored in Dovecot using the IMAP river plugin of Elasticsearch. We have extended the original plugin12 provided by Hendrik Saly in order to support the feature of Dovecot to access a user mailbox with an admin account. Such a mechanism is often called impersonation [Ve06]. Normal authentication tokens provided by users cannot be stored and passed on to another service, primarily because they are only valid for the service they were issued to. Furthermore,

12 https://github.com/salyh/elasticsearch-river-imap
acquiring them through automated logins in the backend without a proper browser session has proven to be very difficult in our tests. The CAS documentation hints\textsuperscript{13} at this being on purpose, since passwords have to be known outside of CAS. Otherwise, this mechanism could be easily used for brute force attacks on passwords.

4 Authentication Protocols

4.1 OAuth 2.0

OAuth 2.0 (http://oauth.net/2/) is an authorization protocol/framework, not only supporting Web but also desktop applications. It will be called OAuth in the rest of the paper. The normal authentication flow in OAuth for Web applications is called authorization code grant and works as follows. The server system, the user is trying to access (client in OAuth terms) redirects the user’s browser (user agent) to the authorization server. The user is authenticated there presenting an authorization grant (e.g., username / password) and in case of valid credentials gets an authorization code. This code is delivered back to the client which can request the access token and use it to access the resources of the resource server (server system 2), which should be able to verify the access token without needing to contact the authorization server [Ha12]. Optionally, the authorization server can deliver a refresh token together with the access token, which the client can use afterwards to get new access tokens without the need for re-authentication.

In the case of Internet systems, the OAuth authorization server and the resource server are usually the same (e.g. Facebook, Google+). The client is usually a third party Web application that both uses the authorization server as an SSO system as well as the resource server to access additional information about the user or post messages in the name of the user [cf. SB12]. In the use case presented here, however, the authorization server is the SSO system whereas the resource server would be server system 2 and the client server system 1 (see figure 2). Throughout the whole OAuth specification, only the supplement on “bearer token usage” refers to our use case by stating that the bearer token scheme “is intended primarily for server authentication using WWW-Authenticate and Authorization HTTP headers but does not preclude its use for proxy authentication” [JH12]. It seems that OAuth is still missing the clarification of the SAML addendum (see below). Another issue is that the structure of tokens in OAuth is not prescribed and therefore it cannot be guaranteed that two systems will really be interoperable, although both are implementing the specification. Liferay includes an OAuth provider, but it seems to be version 1 only and additionally is working in the wrong direction for SCHub, since it is used to grant other applications access to Liferay [Li00]. There is a plugin for Liferay called oxAuth\textsuperscript{14} which allows users to authenticate against an external OAuth provider in order to access Liferay. However, it seems to require OpenID connect support by the authorization server,

\textsuperscript{13} https://wiki.jasig.org/display/CAS/Using+CAS+without+the+CAS+login+screen
\textsuperscript{14} http://liferay.pbworks.com/w/page/83464783/oxAuth+plugin+for+Liferay
which is only supported by CAS in the client role up to now\textsuperscript{15}. CAS currently supports OAuth 2.0 with the authorization code grant\textsuperscript{16}. Consequently, our tests did not succeed to authenticate a user for Liferay using CAS and OAuth. Nuxeo also directly supports OAuth 2.0 and esp. the provider role, which can be used to access Nuxeo from third party applications. However, the CMIS server used in Nuxeo (Apache Chemistry) does not. Astonishingly, we managed to access the Nuxeo CMIS interface using OAuth authentication from a test client. It seems that Nuxeo has linked its own pluggable authentication to the Chemistry library. However, we did not manage to connect the OAuth functionality of Nuxeo with the CAS server and therefore, the use case is not supported.

4.2 SAML 2.0

Security Assertion Markup Language (SAML) 2.0\textsuperscript{17} is an XML-based authentication and authorization standard. It was developed to accompany SOAP-based Web services, although it is versatile and can be used to transport arbitrary tokens, e.g. from Kerberos. It supports several profiles\textsuperscript{18} for different use cases, but a widely used SSO profile is the Web browser SSO profile introduced in SAML 2.0 [AC08]. The same applies to transport bindings which include SOAP over HTTP as well as HTTP redirect and POST [MR08]. The “Delegated SAML Authentication” described in [MM12] could be used to achieve proxied authentication. It uses SOAP messages, WS-Addressing, public key encryption and signatures to exchange authentication information and user identity assertions. The original SAML specification was not precise enough in this special case, so that an addendum was released later on [Oa09]. CAS fully supports SAML 1.1 and support SAML 2.0 to some extent, especially those features needed for cooperation with Google apps\textsuperscript{19}. Liferay is more elaborate in this case and provides a marketplace plugin\textsuperscript{20} for the enterprise version that allows Liferay to act both as an Identity Provider (IdP) or Service Provider (SP). Nuxeo provides some SAML support via integration of CAS or Shibboleth and is actively working on providing native support in Nuxeo 7.4 scheduled for September 2015\textsuperscript{21}. However, even if all three supported SAML 2.0, Liferay would still need to implement the delegated SAML authentication like uPortal does\textsuperscript{22} in order to support our use case.

4.3 Kerberos

Kerberos\textsuperscript{23} is an authentication protocol that can be used for SSO. It was not tailored for Web applications, but rather operates on an operating system level, retrieving tickets for

\begin{footnotesize}
\begin{enumerate}
\item https://github.com/Jasig/cas/pull/910
\item http://jasig.github.io/cas/4.0.x/protocol/OAuth-Protocol.html
\item http://saml.xml.org/saml-specifications
\item http://docs.oasis-open.org/security/saml/v2.0/saml-profiles-2.0-os.pdf
\item http://jasig.github.io/cas/4.0.x/protocol/SAML-Protocol.html
\item http://www.liferay.com/de/marketplace/-/mp/application/15188711
\item https://jira.nuxeo.com/browse/NXP-14595
\item https://wiki.jasig.org/display/UPM31/00+-Delegated+SAML+Authentication
\item http://web.mit.edu/kerberos/
\end{enumerate}
\end{footnotesize}
supported applications [NT94]. This is not surprising given its year of invention even before the advent of the www [St88]. However, it is versatile enough to be used in modern usage scenarios as well. If the user logs on to her PC using Kerberos and browsers are forwarding the respective ticket, it is possible to achieve SSO on an even deeper level than with Web-based protocols. Internet Explorer does this by default for the local intranet (Windows domain). In Firefox and Chrome it is available, but only after configuring the respective server names in a whitelist. Kerberos is widely used in Windows-based intranets [Py08]. On Linux, it seems less popular, although there are two open source implementations available, which both support Kerberos v5: MIT Kerberos server and Heimdal [Ga03]. Kerberos uses a rather complex, but effective mechanism to solve the problem, similar to the solution described in Fig. 2. Clients get a session ticket, once the user has authenticated successfully against the authentication server. With this, they can obtain a ticket granting ticket (TGT), which in turn allows to get service tickets for the respective services that should be invoked [Ga03, S.21]. It therefore supports proxied authentication. CAS supports Kerberos for clients running in a Windows Active Directory (AD) domain[24]. The CAS mechanism uses the MIT Kerberos stack and is called SPNEGO. Liferay does not support Kerberos by default, but can be configured to use it with an Apache module [Pa14]. Nuxeo even supports it out of the box using a free plugin and the MIT Kerberos server[25]. However, since there is no Windows AD domain in the project setup, this option is not feasible in our use case.

5 Proprietary approaches

CAS supports all of the protocols mentioned above, but uses an own proprietary protocol by default[26]. It uses CAS clients to protect the “casified” applications and retrieve the identity of the authenticated user from the CAS server. The current CAS server v4 uses CAS protocol v3. Key concepts are service tickets (ST) transmitted as parameter in the URL that grant access to a service and ticket granting tickets (TGT) stored in a cookie as a representation of the user session and a means to request new tickets. Thus, it is similar to Kerberos, but uses XML over HTTPS for transport.

5.1 Proxy Authentication

CAS Proxy Authentication[27] is a mechanism through which an application, with a valid TGT, can request a proxy granting ticket (PGT) which it can then use to retrieve proxy tickets for other services [Sp11]. This proxy ticket includes a validation chain that the service must validate in order to prevent impersonation attacks. This mechanism has many advantages, beginning with the fact that no password has to be replayed, making this approach much more secure. Furthermore, the actual user who made the original request is

---

24 http://jasig.github.io/cas/4.0.x/installation/SPNEGO-Authentication.html
25 https://doc.nuxeo.com/display/ADMINDOC/Using+Kerberos
26 http://jasig.github.io/cas/4.0.x/protocol/CAS-Protocol.html
27 http://jasig.github.io/cas/development/installation/Configuring-Proxy-Authentication.html
authenticated using a request that transparently shows, by which application the authentication was proxied (authentication chain). This proxy authentication can be configured per service as well. The downside to this approach is the high implementation effort required. Backend systems need to be able to validate proxy tickets (in addition to user tickets) including the proxy chain28 and proxying systems need retrieval logic for proxy tickets and an additional REST endpoint to receive these additional tickets and attach them to the right request. The callback is used for validating the service using its URL and the certificate for the HTTPS connection.

5.2 CAS ClearPass

CAS ClearPass29 is the password replay feature of CAS, which can provide services with the user’s password captured during login to CAS. This setup is only slightly more secure than leaving password capture to individual services since password storage is centralized and encrypted. It reuses the first part of the proxy ticket mechanism, so that the proxy application needs to retrieve a PGT and a proxy ticket first in order to get the clear text password. Afterwards, this password can be sent to the protected service. Using ClearPass eliminates the need to modify backend applications as long as they authenticate against the same LDAP directory or use the same username/password combination. Still, the frontend application needs to request the password from the CAS server, extract it and attach it to the user’s relayed request. Storing the user’s password as an encrypted session variable can help to prevent the SSO system from becoming a performance bottleneck. The use of this feature can be authorized for individual services in order to minimize the potential for abuse.

6 Discussion

6.1 CMIS

Apache Chemistry is the reference implementation for CMIS and provides both a server and a client implementation in Java. Since all systems used in SCHub are mainly developed in Java, it is not surprising that existing implementations in Nuxeo and Liferay both use Chemistry and the developers of Open-Xchange have also decided to use Chemistry as a basis for their own CMIS interface, which is currently under development as part of the SCHub project. Although both Nuxeo and Liferay natively support CAS as well as several other authentication protocols, Chemistry had no working authentication mechanism besides username/password-based authentication at the time of writing. Liferay consequently explicitly states it on the Website30, that SSO is not supported for connecting to a remote CMIS repository. A review of included Chemistry versions in historic Nuxeo and Liferay versions

28 http://jasig.github.io/cas/4.0.x/planning/Security-Guide.html
29 http://jasig.github.io/cas/4.0.x/integration/ClearPass.html
30 http://www.liferay.com/de/community/wiki/-/wiki/Main/CMIS+Repository
made clear that both systems include fairly recent builds of Chemistry. Given that information, it was clear that the right way to go is contributing to Apache Chemistry instead of making project-specific developments. Fortunately, our discussions with representatives of the Deutsche Wolke working group within the Open Source Business Alliance led us to Grau Data GmbH who are already an active contributor to Chemistry and agreed to implement OAuth 2.0 functionality for Chemistry in order to make it available for their own CMIS-based products. However, we are exploring the use of CAS ClearPass in parallel, since this seems to require the least effort.

6.2 Workflows

The Camunda BPM solution is primarily designed for being embedded into its customers’ information systems, although it can be used as a standalone workflow engine as well. Therefore, it doesn’t pay special attention to authentication and only provides basic HTTP authentication which is even switched off by default\(^{31}\). However, the authentication provider is exchangeable. The cleanest way would be to implement a CAS proxy ticket validation chain as a pluggable provider there. However, the effort to implement the proxy retrieval mechanism in Liferay, Nuxeo and OX is high. Starting from version 7.6.1, OX uses OAuth 2.0 to access subscribed Google calendars\(^{32}\). This mechanism could be extended to access Camunda as well. As Camunda is already prepared to work with REST frameworks such as RESTeasy or RESTlet, this could be used to implement OAuth 2.0 for Camunda\(^{33}\). Another option would be to embed Camunda into Liferay and use Liferay’s authentication features as a wrapper around Camunda similar to Nuxeo embedding Chemistry and combining it with its own authentication mechanism. However, this would counter the project’s intention of achieving a micro-service approach, which requires separation of concerns on the level of the deployment unit. Although OX supports SAML 2.0 starting from version 7.8.0\(^{34}\), it doesn’t seem like the right way to go in this case. Kerberos isn’t an option here as well.

6.3 OpenSocial

Shindig is the OpenSocial reference implementation and included in both Liferay and Nuxeo as a gadget container and rendering server. Starting with OpenSocial 2.0, OAuth 2.0 was specified as the primary authentication mechanism [Hinc11]. In principle, CAS supports OAuth 2.0 and authentication protocols can be specified per connected system. Shindig currently supports OpenSocial 2.5 and has an OAuth 2.0 service provider implementation\(^{35}\). However, we felt it would be a good idea to make our setup more uniform and “casified” Shindig, so that it can be used with the same protocol that was used with

\(^{31}\) http://docs.camunda.org/latest/api-references/rest/#overview-configuring-authentication
\(^{35}\) http://bit.ly/1NeU8uE
the other information systems. It therefore seems to be a similar case as for CMIS and workflows. However, the problem is a bit different here. For storing activities in Shindig, it wouldn’t be required for the proxy system to impersonate the user. It would be enough to authenticate the server system in order to prevent malicious entries being sent to Shindig. It even doesn’t make sense for certain cases to use the logged in user here, since it cannot be guaranteed that there is one in every case (e.g. workflow completed events triggered by a timer event). Therefore, we propose using 2-legged OAuth 2.0 authentication for storing activities in Shindig. For showing the activities, the problem doesn’t occur at all, since this is done in the browser using JavaScript and therefore, the service ticket can be used directly without the need to retrieve a proxy ticket.

6.4 IMAP

Although OX is used in many large installations (e.g. at Strato) and it is a common requirement to provide SSO to all services offered by an internet service provider, it seems that none of the existing OX customers demanded it yet. Otherwise, it would have become obvious that OX is not able to access the IMAP server in an SSO scenario, because none of the available IMAP servers is supporting common SSO protocols made for the Web. Dovecot already was the preferred IMAP server for OX before and is now even more after OX has acquired the company behind Dovecot36. Out of the above listed protocols, Dovecot supports only Kerberos37, but OX doesn’t. OX provides OAuth 2.0 and recently SAML 2.0 support as stated above. According to Carsten Dirks from OX during our project meeting, customers are trusting on a secure channel between OX server and IMAP server and are using the above mentioned feature to access the mailbox with a root account, but in the name of a normal user.

7 Conclusion

While there are some options for getting a working proxied authentication setup using open source software, compromises sacrificing some security may have to be made for some systems. With sufficient time and effort, at least the Java-based systems and libraries we are using could be modified to fully support CAS proxy tickets. But such in-depth modifications will probably be out of scope for most real world projects. OAuth 2.0 would be a good candidate for a solution, but only recently OpenID connect filled the gap of specifying the exchanged tokens (JSON Web Tokens) and therefore ensuring interoperability in our scenario38. CAS is going to support OpenID connect server role in the upcoming version 4.1. Hopefully, Liferay with oxAuth will then work with CAS as well as Nuxeo. If so, it OpenID connect would be our preferred authentication solution. In the

37 http://wiki2.dovecot.org/Authentication/Kerberos
38 http://openid.net/specs/openid-connect-core-1_0.html#IDToken
meantime, we are going to use CAS ClearPass as a workaround. The problem of authentication for scheduled tasks on a user’s behalf can be solved with password replay, although this remains an undesirable solution. Thus, the problems of proxied authentication are solvable, but without support from the developers of the individual systems and libraries, the effort required to implement them is immense. With CAS being only one of many open source SSO solutions (e.g., Forgerock OpenAM, Shibboleth, FreeIPA), widespread support for all of its features is unlikely to be implemented in the near future. Although many popular open source systems support one or even several wide-spread authentication protocols, this support often doesn’t cover every detail of the specification. Mostly, only one or two profiles or flows are implemented, which is enough for a specific user requirement, but not for general interoperability. We strongly recommend outsourcing the authentication task to third party systems like the application server or at least using some common libraries like RESTeasy or PAC4J that include support for common authentication protocols. Otherwise, the burden to support flexible authentication is too high for a small OSS. The use of JAAS39 in Nuxeo shows, that this approach is the right way to go and leads to versatile systems. However, including third party components like Apache Chemistry or Apache Shindig requires additional attention in order to prevent limitations regarding overall availability of all authentication options. This wouldn’t be the case, if these third party components supported JAAS as well. The recent trend in cloud computing towards “everything as a service” [Scha09] led to “Identity and Access Management as a Service” (IDaaS) [NuAg14] with players such as Octa and PingIdentity [KrWy15] which seem more suitable for use cases such as the one presented here than public Internet providers like Google and Facebook as identity providers. There is also an award winning project in Germany called SkIDentity [KuOF14], which we are looking to integrate for allowing secure access using the new German identity card or a health insurance card. However, this won’t solve problem presented here either.
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Quality Management in Open Source Projects – Experiences from the Open eCard Project
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Abstract: Open Source Software (OSS) has immensely increased in popularity over the years and it is well known, that software with public access to the sources is on average less error prone than closed source software, especially if the project is supported by a large community which peer reviews the sources [Kua02]. For new and smaller projects however there is no large community yet and hence achieving and maintaining sufficient product quality is challenging. Against this background the present paper discusses aspects of product quality management for OSS in general and shares the experiences gathered in the Open eCard project, which has developed an ISO/IEC 24727 based eID client.
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1 Introduction

Open Source — as a software development model — enables free access to the source code of software published under an appropriate license. Such projects may be used as provided or forked and modified to fit individuals needs. Open Source Software (OSS) has been a success story for over a decade [MP12, CAHM04]. Particularly for Open Source projects with large communities, one of the reasons for this success may be seen in the fact that severe bugs are usually found more reliable and sooner than they would be detected otherwise [Kua02].

For new and highly specialized projects however there is no large community yet and hence achieving and maintaining sufficient quality is challenging. For the Open eCard project for example, which has developed an ISO/IEC 24727 based eID client it is rather unlikely to acquire a large community, because smart card development is still a highly specialized field as smart cards may usually not be used by citizens for individual purposes. Therefore in the scope of the Open eCard project, a development process has been implemented that uses ISO standards with regard to (software) quality as a frame of reference to compensate for the low amount of input from the community.

2 Related Work

Open Source development is not a new topic for scientific research. There have been a number of publications examining the product quality of Open Source projects compared

¹ {daniel.nemmert, hans-martin.haase, detlef.huehnlein, tobias.wich} @ecsec.de, ecsec GmbH, Sudetenstraße 16, 96247 Michelau

2 See http://opensource.org/licenses for example.
to closed source projects over the years, with other studies examining which factors help an Open Source project to succeed. The subject of most studies tends to focus on projects with larger communities or projects that are developed for a specialized topic that nevertheless tries to solve a pressing need for many people, leading to large amount of feedback albeit the actual development team may be quite small. As a consequence there seems to be a distinct lack of research concerning projects with very small communities and a low amount of feedback from third parties.

After reviewing other empirical research on the scope of OSS, Crowston et al. [CWHW12] come to the conclusion that although OSS is rapidly increasing in popularity and adoption as a software development method, there is still a need to examine Open Source development processes and their "socio-technical work practices."

Aberdour [Abe07] reviewed studies of OSS with the goal to better understand how to improve the software quality of OSS and closed source software projects. He draws several conclusions (e.g. creating a sustainable community, testing processes and successful strategies for project management) which will also be investigated further in this paper.

Midha and Palvia [MP12] examine the intrinsic and extrinsic success factors of an OSS project in the first three years of its existence. In their paper they analyze popular assumptions on what contributes to the success of an OSS project. Their work helps to explain the reasons for the low participation by third parties for highly specialized and complex projects. Their research supports the hypothesis that high complexity and focus on niche markets are factors that result in low involvement from the outside.

Jennifer Kuan [Kua02] predicts that the source code of new Open Source projects will surpass the software quality of their closed source counterparts. In her analysis she finds evidence that this prediction holds up for many Open Source projects.

In 2006, Martin Fowler [Fow15] conducted central rules for the software development practice of Continuous Integration (CI), which is used in software development processes popular in the Open Source community, which are inspired by agile methods. Miller [Mil08] provides an example for CI being employed in a closed source project within Microsoft.

Hoffmann [Hof13] provides a comprehensive treatment of aspects related to software quality. He not only covers quality management processes (maturity models and software development methodologies) and software testing but also related topics, such as software bugs, quality assurance and code analysis.

Schneider [Sch08] provides comments on the ISO 9241-110 standard, which addresses software usability.

One of the central standards regarding product quality management is the ISO 9001 [ISO08] standard. It is applicable to virtually every industry and is therefore one of the most often used standards for certification concerning product quality management. Applying the standard to software development, however, proved to be problematic due to the focus of the standard on the manufacturing industry. While the production of goods is the focal
point for product quality management in ISO 9001 (which is barely existent in the software industry), with the design phase beforehand being relatively small compared to the production phase, software development almost completely consists of design and engineering. Therefore the additional guideline ISO/IEC 90003 [ISO14b] was developed at ISO, providing recommendations for the usage of ISO 9001 regarding software development. With ISO/IEC 90003 being only a guideline and not an imperative standard, every additional information provided in the standard is not a strict requirement for a successful certification. However, an auditor may nevertheless ask why certain points from the standard are not implemented in a product quality management system for a software company.

Another standard regarding quality is the ISO/IEC 25000 [ISO14a] series known as “SQuaRE” (Software product Quality Requirements and Evaluation) which replaces the old ISO/IEC 9126 [ISO01] and ISO/IEC 14598 [ISO99] standards. The standard offers a framework within which the product quality of software can be evaluated.

The ISO standard defines several procedures and processes to establish a quality management system. The development scenario in the standard is expected to be a typical closed source environment with development being conducted inside a company, ignoring the unique factors that exist in an Open Source context. This leads to the question how ISO 90003 can be applied to OSS development that is driven by a company.

On top of the ISO standards concerning product quality, there are also maturity models to be investigated, which focus in the measurement of the quality of the implemented processes. The following standards are not yet part of the product quality management system of the Open eCard project, but will be analyzed at a later time. One example would be ISO 15504, which is also known as ”SPICE” (Software Process Improvement and Capability dEtermination). ISO 15504 on its own does not provide a fully defined maturity model but provides a requirements catalog for a fully featured model instead. There are two ISO standards that fulfill the requirements provided by ISO 15504 of which each has a slightly different scope: ISO/IEC 12207 (software life cycle processes) and ISO/IEC 15288 (system life cycle processes). Besides those two standards, additional viable models that are compliant to ISO 15504 are the Capability Maturity Model (CMM) and Capability Maturity Model Integration (CMMI) by the Software Engineering Institute (SEI).

3 Quality Management in the Open eCard Project

Since the very beginning of the Open eCard Project, one of the goals was to assure a high level of quality through testing and well-defined development guidelines.

The Open eCard App is being developed for as many different platforms as possible. Besides versions for several desktop operating systems (Linux, Windows and MacOSX), there is also an App for Android. Although the platform independence alleviates most of the problems that would be present with more platform dependent languages, there are still enough factors left that may cause complications. Those potential incompatibilities include for example the different versions of Java Development Kits and Runtime Environments — which differ not only between completely different operating systems but also
for example between different distributions of Linux — or the different level of support or quality of the drivers that are necessary to access smart cards.

Additionally, the Open eCard App not only has to be secure from an information security point of view, it also has to follow usability best practices to make the software "feel safe" to use for users without a strong technical background in information technology. This implies that it is not only necessary to have good and secure code, but to also make the app as user friendly as possible.

3.1 Overview

The Open eCard project orientation is geared towards a process that is aligned with several ISO standards concerning quality in general and standards concerning software quality in particular. One of the most important standards regarding quality management is without a doubt the ISO 9001 standard [ISO08] — and the guideline ISO/IEC 90003 [ISO14b] which expands on and explains ISO 9001 in terms of software development.

The basis for the quality management system of this ISO standard is a "Plan-Do-Check-Act" (PDCA) cycle as shown in Fig. 1. The model takes the requirements from the customers as input and starts a cycle of continuous improvement starting with the product realization. After a full cycle the product will either be released or the cycle continues until the customer is satisfied with the product. ISO/IEC 90003 provides guidelines for the application of this standard to software.

Fig. 1: Process-based Quality Management System according to ISO 9001 [ISO08]
The Open eCard Project employs an adapted version of the classic ISO Quality Management System (see Fig. 2) to better reflect the specific requirements within the project. The used system is less strict about the different phases of the PDCA-process with most phases overlapping in some way. This overlap exists as a result of the different phases being partly interconnected with each other. Community interaction, and as a result the recruitment of new developers or testers (contributors) can be a part of the first phase or the first two phases if a new team member is already working on a feature by himself and does so before and after he has been recruited making a smooth transition into the development phase possible. The only isolated phase in the life cycle is the collection of feedback and marketing, which is carried out after a new release and before any new work on the Open eCard App itself begins. After a new release, feedback from users is collected, evaluated and converted into new features, patches or new or refined requirements. In this phase there will usually be announcements for major new versions or related news.

3.2 Project Management & Community

One of the most important goals for any OSS project is to have a large and active community. Aberdour [Abe07] summarizes some of the studies done in terms of OSS quality and proposes that there are certain factors that are common in most successful and high-quality OSS to some degree. The bigger the community, the more new features can be implemented and the more bugs are found — increasing the chances to find and fix potentially devastating vulnerabilities faster than they would be found in a closed source project. This assumption comes with a caveat, though. Projects with rather large communities and the respective quantity of developers require a very good community management to achieve...
this goal. Otherwise the sheer size is still useful for finding bugs, but can be a limiting factor that slows down development and deteriorates the general quality of the code base. In addition, a good documentation of everything related to the project is not only essential for closed source projects, but even more so for an OSS project. A good documentation facilitates the participation by other interested developers. Another important success factor is having just the right degree of modularity, which, when done right, facilitates the introduction of new features. While modularity is generally a good thing, "high modularity can lead to greater complexity; therefore, administrators need to keep modularity within an acceptable range." [MP12]

3.2.1 Core Team

The core team consists of the project manager, a maintainer as well as core members acting as developers and testers. Interested parties can gain access to the git-based development repository at GitHub\(^3\) and may easily become tester or developer. Using the example of a new feature the different roles fulfill different tasks in the development process. A ticket for the feature will be created and assigned to a developer. The developer will then implement a solution for the new feature in a given time. Developers are encouraged to provide unit test facilities with their contribution, which will be integrated in the CI system. When the first version of the new feature is implemented, one or more testers (depending on the complexity of the new feature and the available personnel) review the new code and the new functionality with the goal to find any outstanding bugs. After the testing is finished the maintainer will be responsible for the final quality assurance and the integration of a contribution into the corresponding development branch. If any bugs are found in the review phase, a ticket will be created and if possible assigned to the original developer and the process starts from the beginning. The project manager is responsible for making informed decisions about the future direction of the project and assign priorities and new tasks to the rest of the team. Although the number of contributors is quite low, this must be strictly adhered to, because it gives the project a clear structure for each new release and avoids potential chaos in the submission of new features and subsequently in the release of new versions.

3.2.2 Community Add-ons

The Open eCard App also offers the possibility to develop add-ons to the software, enabling everyone to implement new features, without breaking the rest of the core software. Add-on capabilities also make it easier for other companies to develop their own, possibly very specific, additions to the software increasing the potential adoption rate. A company or a group of individuals could for example develop a plugin that enables the Open eCard App to be started before the login to the operating system to use the app for system authentication. In the best case a group of developers will then share their plugin with the original project.

\(^3\) See https://github.com/ecsec/open-ecard.
3.2.3 Release Cycle

The best thing that can happen to an OSS project is having an active community. To ensure that, the core team of the project must make sure that release cycles aren’t too long. Of course it does not make sense to release weekly new versions without any notable changes. Every OSS project has to try and find the right balance between “exciting” new releases and a release cycle that is short enough to keep its community interested in contributing to the project.

3.3 Development

“Quality management system planning at the organizational level may include the following: [...] b) defining the work products of software development, such as software requirements documents, architectural design documents, detailed design documents, program code, and software user documentation; [ISO14b]”

3.3.1 Requirements

An initial set of requirements for the Open eCard App has been specified in [KPS13, WHP13]. Over time these requirements have been refined and are roughly as follows: The Open eCard App as to support multiple platforms (e.g. Windows 7/8.1 or Mac OS X 10.7 - 10.9 and popular Linux distributions) and a multitude of different cards and especially demonstrate conformity with Technical Guideline TR 03124 [Fed15b, Fed15a] of the Federal Office for Information Security (Bundesamt für Sicherheit in der Informationstechnik, BSI). Conformity to this technical guideline is especially important in order to ensure the full compatibility with the German eID card (Personalausweis) and may be formally assured by a corresponding certification of the BSI.

![Diagram of requirements](https://www.openecard.org/ecards/)

At the very beginning of the project there were less planned modules than shown in figure 3. This latest iteration of the specification is a result of a constant evaluation of feedback.

4 A list of the currently supported cards can be found at: https://www.openecard.org/ecards/
by the surrounding community and internal evaluations by the core development team. As a result of the ongoing input of ideas and critique the scope of the App is much more complex today. This is an ongoing process that repeats itself for every new version of the App as can be seen in figure 2.

3.3.2 Development Guidelines

Another very important factor for the success of an OSS project is to have well-defined guidelines regarding a variety of development aspects. Without maintaining strict guidelines, having a potentially large community will almost certainly lead to disaster or at least to a huge amount of additional work for the members of the core team, whose time would be better spent on implementing new core features than formatting and rewriting code or rejecting bad code. Defining as strict as possible development guidelines as early as possible leads to a lot less work later on in the project.

In the Open eCard project there are guidelines for the development process, code-style, usage of the repository, and a general guide for developers. Besides those specific guidelines the central rules for general quality assurance governing the area of code commits are:

- Only atomic commits.
- Untested code must not be committed.
- Undocumented code must not be committed.

The developer guide\(^5\) right now consists of two parts: One part provides an overview on how add-on development is realized, giving information for example about the relevant packages and its content. The other is a full documentation of the API of the project in form of a JavaDoc\(^6\). Again: Having reasonable modular extensibility and good documentation is critical to encourage participation in an OSS project.

The Open eCard project uses the term “add-on” as a generic description for any type of component that enhances the functionality of the application and makes use of the publicly available API, which is limited to certain features from the full API. This model can be compared to the add-on model popular browsers like Firefox or Chrome are using. As explained in Wich et al. [KPS\(^+\)13], an add-on can either be an extension or a plug-in, with both fulfilling different purposes. Extensions are directly included into the user interface and can be executed and interacted with by the user. An example for this would be an add-on that provides the functionality to change the pin of a smart card. Plug-ins, on the other hand, are dependent on the context the user utilizes the add-on in. Performing an authentication to a service using a particular smart card, for instance, requires a plug-in which is capable of providing such functionality.


Also there is a short explanation on how to begin with add-on development and what to consider before and while developing add-ons for the software.

As mentioned above, it is important for an OSS project to have strict code-style guidelines. If an OSS is adopted by a wide user base, strict code-style guidelines not only help to "make a good impression" on other users or potential co-developers but also ensure a high readability of the code, which in turn leads to more feedback, which may encourage others to contribute. During the early stages of the Open eCard project, those guidelines have already existed, but weren’t enforced in a very strict manner. Which led, in some parts, to code, that is not up to par to the code-style guidelines. As a consequence code-style is one of the most strictly enforced guidelines in the project now. It also facilitates the work of the core team, since newer developers (attracted to the project for various reasons) have access to information on how to format their code fitting to the general style of the project. Furthermore badly formatted code can be instantly rejected based on those guidelines.

The Code-Style guidelines\(^7\) determine how well-formed code has to be formatted for the Open eCard project. In them, general rules are defined governing for example the use of whitespaces, indentations, line endings, file encoding, the language of the code and documentation or other relevant documents. In addition to the general rules, there are more specific rules for document types relevant to the project.

The Open eCard project uses a revision control system, as it is highly recommended for every software development project. The repository is public and hosted on GitHub\(^8\). Only the maintainer has write permission to this master repository, but every user with git development access, which is provided manually on a case-by-case basis, gets his own repository for development. The development model is similar to the traditional model that is used for the development of the Linux kernel. Additionally, there is the possibility for every interested party to open issues in the central project management and issue tracking tool\(^9\). The Open eCard Wiki\(^10\) contains more detailed information about the whole process to ease the setup process for less experienced contributors. There are also rules on the correct formatting of the commit messages and other general rules.

### 3.3.3 Release Cycle

"Processes, activities and tasks should be planned and performed using life cycle models suitable to the nature of a software project, considering size, complexity, safety, risk and integrity." [ISO14b]

The release cycle of the Open eCard project follows several rules. The release versions will be numbered according to Semantic Versioning [SV115]. At the beginning of a release


\(^8\) [https://github.com/ecsec/open-ecard](https://github.com/ecsec/open-ecard)

\(^9\) access to the Redmine based "Open eCard Development Center" can be gained by registering at: [http://join.openecard.org](http://join.openecard.org)

cycle the project manager assigns tasks to individual developers who then develop the new feature for the upcoming release and he also announces a targeted release date.

To ensure a stable release version, the code is frozen at least two weeks before the end of the cycle by the maintainer. From this point onward, only bug fixes are allowed to be committed to the branch of this release cycle. New features are committed to the branch of the next release. During this two or more week period the release manager and the testers need to test the code thoroughly. If bugs are found, the responsible developer is informed and the testers and developers agree on a person who will be responsible to correct the error. Fixing a bug should not take longer than two working days.

When the tests are completed and all detected errors are corrected, the maintainer is then responsible to build a release version and distribute it to the users. If a bug is found in the current release version, the maintainer and possibly the project manager decide whether its impact is big enough to warrant a bug-fix release or if it is sufficient to correct the error in the following scheduled release version. In case of a bug-fix release the testing stage is repeated: the maintainer contacts the respective developer to fix the bug and gets the new version reviewed by the testers. As soon as the error is fixed the maintainer builds the bug-fix release and again distributes it to the users.

3.4 Quality Assurance

ISO 9000 defines quality assurance as a "part of quality management (3.2.8) focused on providing confidence that quality requirements will be fulfilled." [ISO05] In this sense quality assurance is the process which has the objective to guarantee that a product works as intended. The most common and obvious way to achieve this goal is to define and conduct tests. In most software projects it is possible to automate many, if not all, tests required to enable the desired quality level, with the remaining test cases being carried out manually.

Because quality should be the goal of every OSS project that aspires to be successful, quality assurance, and as a consequence testing procedures, must be an important focal point. With limited resources being the most problematic aspect of many OSS projects (apart from projects led by bigger companies) establishing formal testing procedures — like automated tests and continuous integration — is not feasible for every project. Another possibility to improve the quality of the code base is to let the code be reviewed by external parties that have absolutely no connections to the project and do not turn "a blind eye" to some errors.

The Open eCard project employs a mixture of manual and automated tests in the form of Continuous Integration (CI) and acceptance testing where automation is not feasible. In the scope of this project, a high level of product quality is achieved, when all defined features work as specified and can withstand both phases of the testing procedure.

It is very important to carefully plan and implement a suitable testing procedure right at the beginning of the project. Jenkins, for example, offers the possibility to check if
submitted code follows the defined code-style guidelines. If the code-style check surpasses a defined threshold in terms of warnings, the maintainer is notified via e-mail, whose work is immensely facilitated in consequence of this.

3.4.1 Continuous Integration

"Continuous Integration (CI) is a software development practice where members of a team integrate their work frequently, usually each person integrates at least daily - leading to multiple integrations per day. Each integration is verified by an automated build (including test) to detect integration errors as quickly as possible. Many teams find that this approach leads to significantly reduced integration problems and allows a team to develop cohesive software more rapidly." [Fow15]

Fowler postulates eleven best practices for CI including points such as to maintain a single repository or to automate the build among others. By implementing those guidelines a project can create an efficient development process, that leads to much less integration problems, which is especially important for OSS with multiple contributors, but is also already useful if there is more than one developer working on the software.

Of course a project does not have to fulfill all those best practices at once. Every single step that is used in a software project, mitigates the risk of ending up in an "integration hell" [Fow15]. The implementation of Continuous Integration is easier than might be expected, because there are very powerful Open Source CI systems available on the market, which may be customized to any needs a specific project might have.

Miller [Mil08], for example, comes to the conclusion that "teams moving to a CI driven process can expect to achieve at least a 40% reduction in check-in overhead when compared to a check-in process that maintains the same level of code base and product quality." This reduction alone spares a lot of time not only for bigger projects, but also helps relatively small teams to become more efficient.

The CI process is on the one hand supported by the concept of Mocking and on the other hand by the Open Source CI tool Jenkins11 Mocking facilitates the testing process by providing mock data required for the testing procedure without the need to have an infrastructure in place that emulates the production environment. As a result, using mock data not only reduces the development costs, it also speeds up the development process because there is no maintenance or setup time involved — or at least less than for e.g. setting up an appropriate database. It is also possible to automate the creation of mock data, eliminating the time needed for creating classes that provide the data necessary to run the tests.

Jenkins is one of the most popular CI tools, owing its popularity mainly to the widespread adoption by the Open Source community [Wie11]. The tool enables a development team to implement an extensible CI system facilitating the development process immensely.

11 See https://jenkins-ci.org/.
Most of the testing is done by automated build-testing through a CI-system. In the development process a developer pushes his changes to a central version control system, which in turn informs the CI-system about the presence of changes. The CI-system then conducts the defined tests. If any of the tests fail, the developer is informed so that he can review and edit his changes. If all tests pass the CI-system informs both the developer and the release manager of which the latter then checks the changes and decides about whether to accept or reject the changes.

Both aspects are used in the Open eCard project, albeit limited by external systems that are part of the scope of the project (see section 3.4.2).

3.4.2 Acceptance Testing

The main focus of the acceptance tests is achieving a certification according to the technical guideline TR-03124 Part 2 [Fed15a]. The conformance with the guideline is being verified by using the official test suite issued by the BSI. This is, of course, an extremely specialized certification, which focuses on the conformity with the requirements defined in TR-03124 Part 1 [Fed15b]. Alternative certifications, which are not yet part of the requirements, would include Common Criteria (ISO/IEC 15408 [ISO09]) and NIST FIPS 140-2 [NIS01].

As mentioned earlier, external systems make an almost complete automation of testing very challenging, if not impossible. External systems in this case are primarily the various different smart cards and their integration into the software. Although standards like the ISO/IEC 7816 series related to electronic identification cards with contacts provide guidelines for various characteristics of smart cards the standard itself leaves room for proprietary manufacturer specific aspects which leads to vastly different implementations of the standard. The multi-part standard ISO/IEC 24727 aims to provide normative guidelines for the interoperability between different identity tokens and applications. The standard is an important step towards a more harmonized smart card environment in the future, with governments (e.g. in Germany) already adopting ISO/IEC 24727 for the implementation of their electronic identity card and the related infrastructure. This standard will ease supporting different smart cards easier in the future.

Besides testing different smart cards, the stability of the GUI is tested along with the general behavior of the App. As a last, but nevertheless important, step the cryptographic functionality of the App is being reviewed by experts to limit the possibility of faulty — and as a consequence potentially vulnerable — implementations.

3.5 Community Feedback & Marketing

A large and active community is arguably one of the most important factors which contributes to the success of an OSS project [Abe07]. The community for a successful OSS project is, according to Aberdour, like an onion with the large user base (which uses the software and
notices bugs) as the first layer, a smaller group of bug reporters as the second layer, with the next layer consisting of contributing developers and at the center a core team which leads the project.

The structure of a typical Open Source community is in most cases similar to the onion model described by Aberdour [Abe07]. The community in this model consists of a relatively small core team that is responsible for the main work done on the project. In the case of the Open eCard project this idealized model does not really apply, because not only the project manager and the maintainer would be part of the core team, but also the developers and testers, which are also active developers for the project. Testers are also responsible for bug reports, but so is every member of the team. Having no large and active community surrounding the Open eCard project makes it difficult to apply the most popular community models. As a consequence most development work is done within the core team itself.

An interested developer commonly engages with an OSS project, because the software is missing a feature that is important to him. This engagement can take on multiple forms: from the creation of a ticket or post on the forums, to coding the feature by himself or as part of the OSS team with the goal of implementing in the software, to forking the project and building his own version [Kua02]. This leads, over time, to a more and more ”feature complete” and robust software.

The community of the Open eCard project consists almost entirely of universities and other potentially interested companies. The low participation by private developers may be attributed to the unfortunate introduction of the German eID card and a lack of opportunities to use it for authentication purposes online, leading to a very small potential user base that on top of it all is mostly limited to the universities conducting research in this field and the companies that have financial interest in developing an own solution for card based authentication at the moment. There simply are no features a private developer could need badly enough for him to contribute to the project.

For users that are not interested in being part of the development team there is the possibility to provide feedback via a central issue tracker and via e-mail12.

Nevertheless, the necessity for making this project open to the public is very high. Making this project Open Source and the code reviewable by everyone imposes a high level of trust in the security of the application, which is essential to the future adoption rate of the application and related eID systems. An application like the Open eCard App that deals with potentially highly sensitive information needs a high level of trust from the general public in order to be widely used for authentication purposes.

4 Conclusions

Implementing a basic product quality management for an OSS project requires less work than one might expect and hence is recommended for any project. The Open eCard project

12 feedback@openecard.org
has demonstrated that it is even feasible for rather small projects to implement a quality management system as defined by ISO 9001 and ISO/IEC 90003. All factors described above — apart from the costly certification according to [Fed15b] — are possible to implement in almost every OSS project without extensive public funding or funding via relatively new channels like Kickstarter or Indiegogo. The resources required to realize the ISO 9001 inspired quality management system and the automated testing environment are within reasonable limits and should be affordable for almost every OSS project.

After the formal finalization of the certification according to BSI TR-03124 [Fed15b, Fed15a] a future goal may be the systematic examination and improvement of the Open eCard App with respect to usability, which may especially consider ISO 9241-100 [ISO10] and related guidelines.
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Abstract: Whenever applications process sensitive user data, secure storage and distribution plays a key role. This paper points out the security demands of an Ambient Assisted Living (AAL) application and demonstrates the usage of proxy re-encryption in order to fulfill its security requirements for storage and distribution of sensitive data. Because AAL systems often exhibit the same security needs as the application developed in the presented project, the described implementation can serve as a point of reference for similar projects.
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1 Introduction

In the near future, we will have to face a dramatic change in the age structure of our population. Society gets older, while at the same time birth rates are decreasing. As a result of the aging population, the amount of care-dependent people is rising constantly while there are less people to provide care. Ambient Assisted Living (AAL) enables elderly people to live a more convenient and self-determined life, and counteracts the increasing demand for care and an approaching financial crisis due to the increasing costs for professional care. Most AAL systems have to process personal sensitive health data. Hence, careful consideration of security and privacy concerns is required and protection of this data should have highest priority.

DALIA (DAlily LIfe Activities at Home) is a research project co-funded by the European AAL joint programme. DALIA works on an integrated home system to support older adults with their daily life activities. One key goal is to provide easy to use, privacy and security aware mechanisms to exchange sensitive data, for example medication data, between older adults and their carers. This paper discusses a work-in-progress approach being developed in DALIA to bring security to an AAL environment.

In order to guarantee data protection, several protective goals have been established and include, among others, confidentiality, integrity and availability [ST07], which has to be
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guaranteed by the provider of an AAL system. In order to fulfil these needs, many factors have to be considered, especially security and privacy, not only regarding the monitoring of AAL users in their home environment [Mo07] but also in terms of data security.

AAL systems often connect elderly people with their carers. To ensure proper protection of the user’s data it is crucial that secure AAL systems employ adequate cryptographic measures to secure network connections and to provide secure data storage capabilities. Transport security can be addressed by using appropriate transport layer protocols, such as TLS/SSL, to realize secure channels that guarantee data-confidentiality, data-integrity and origin-integrity properties between any two network-connected components of an AAL system. Within the scope of this paper, we assume that transport layer security can be solved adequately with secure channels. Secure channels only address security requirements related to sensitive data in transit between any two AAL system components. They do not provide any help with storing and sharing data securely.

Secure data storage capabilities are essential for AAL system components to ensure that confidentiality and integrity of sensitive user data is maintained at all times. Encryption of sensitive data stored on servers is one feasible approach to reduce the problem of protecting huge amounts of sensitive data. If proper algorithms and key sizes are used, encryption makes it virtually impossible for an attacker to break confidentiality of sensitive data at rest, without knowing the encryption keys.

Secure data sharing capabilities are required to facilitate data exchange between older adults and their carers. Within an AAL system, the data exchange is commonly done indirectly over a cloud-like infrastructure provided by the AAL provider. To protect the privacy and informational self-determination of the end-user, it is essential to have secure data sharing capabilities in the AAL system, which allows them to control sharing of sensitive data.

In order to enable users to store and synchronize their sensitive data in a secure way, it is the providers responsibility to implement an appropriate solution. A relatively new approach to realize a secure data storage is proxy re-encryption. Proxy re-encryption schemes are cryptographic schemes, which allow transformation of ciphertexts, encrypted with one secret key, to ciphertexts that can be decrypted with a different secret key. The ciphertext transformation requires a re-encryption key, which can (only) be derived by the owner of the original secret key.

This paper contains six major sections: Section 1 discusses the motivation for this work and introduces the overall security requirements in the area of AAL. Afterwards, section 2 briefly describes related work in the area of proxy re-encryption, on which this paper builds on. Next, the DALIA security concept and its underlying principles are introduced in section 3. Section 4 contains the main contributions of this paper, which consist of the implementation of the DALIA security framework and its proxy re-encryption library. Section 5 discusses critical aspects of the described implementation. Finally, Section 6 concludes the paper by summing up the advantages of proxy re-encryption in the presented scenario.
2 Related work and our contribution

The first concept of proxy re-encryption was introduced by Mambo and Okamoto in 1997 [MO97]. The authors described a cryptosystem that allows an original decryptor to transform its ciphertext into a ciphertext for a designated proxy decryptor, which is then able to compute a plaintext in place of the original decryptor.

In 1998, Blaze et al. [Bl98] described atomic proxy re-encryption as the currently used scheme for proxy re-encryption. A proxy is able to re-encrypt a ciphertext, produced by the public key of Alice into a ciphertext, Bob is able to decrypt with his own secret key and without actually knowing the secret key of Alice. Therefore, Alice has to create a re-encryption key, which consists of her private key and Bob’s public key.

With this basic concept of proxy re-encryption, several possible applications have been explored. Kallahalla et al. [Ka03] examined re-encryption methods for realizing secure file sharing on an untrusted storage. This idea is carried on in DALIA, which is also used as trusted storage for its users, but is, for security reasons, treated as an untrusted entity anyway.

Chow et al. [Sh10] as well as Green and Ateniese [GA07] set the background for realizing a secure distributed storage with proxy re-encryption by examining unidirectional proxy re-encryption. In this concept, which is also applied in DALIA, the data owner does not have to share the private key with the proxy in order to make the data accessible to another user.

Meingast et al. [Me06] studied security risks in healthcare applications and defined relevant questions and requirements that have to be considered by data holders in order to guarantee appropriate data protection in healthcare settings. The key aspects of AAL, that were identified as security relevant, include data ownership, data storage, and data access.

The primary contribution of this paper is twofold: First, we discuss security issues in the area of AAL and show how DALIA addresses these issues. As second part of our contribution, we demonstrate how proxy re-encryption can be used to construct an AAL system that provides a good balance between security requirements, complexity of deployment and usability. Our system architecture enables the user to exercise full control over data sharing, while reducing the computational effort required at the users device to a minimum.

3 DALIA’s security concept

One of the key objectives of the DALIA project is to develop an integrated home system supporting older adults as primary end-users in their daily life. To achieve this goal, DALIA incorporates a data storage and distribution framework that allows carers, as secondary end-users of the system, to securely access data produced by the older adults as primary end-users.
The primary DALIA end-users possess smartphones and smart TVs through which they are connected with their relatives or carers. Elderly people can easily stay in touch with their carers, who benefit from a simplified caring process. With DALIA, it is for example possible to automatically disseminate information about changes in the prescriptions of medication for older adults to their carers and relatives. This feature is only possible if all involved participants are able to share sensitive data with each other, in a manner that protects the confidentiality and integrity of the data and the privacy interests of its users.

In DALIA, an older adult can share data or groups of data – called modules – like agenda items or emergency contacts, but also sensitive health data like their medications with carers. Sharing data is not unique to DALIA. AAL systems often base on several users who are connected with each other allowing them to share sensitive health data. This is the reason why DALIA relies on proxy re-encryption to make dynamic sharing of data possible. However, unique to DALIA is, that high server-side security mechanisms guarantee for the safety of user data while at the same time ensuring strong cryptographically enforcement of user control over the data distribution. While DALIA enables users to precisely specify where their data may go, it does not demand an unreasonably high level of trust in the intermediate components responsible for the actual data transfer. The remainder of this section discusses the roles and data-flows within DALIA and the usage of proxy re-encryption.

3.1 Roles within the DALIA security framework

The three key roles in DALIA are data subjects, data holders, and third parties with access to the actual data. Data subjects are the producers of sensitive data, respectively the persons who are cared for, also called the “older adult”. The original data subject has full control over what happens to the data. Data holders are professional entities who take care of intermediate and long-term storage and processing of data and should not know the real content of the data. In particular, data holders must not be able to share sensitive data with any unauthorized third parties that were not explicitly approved by the data subject. However, it is possible for data subjects to allow data holders to perform a restricted form of analysis or processing of the data.

The third key role are trusted third parties, typically professional and informal carers or medical services, whom the data subjects trust and explicitly grant access to the data. Those trusted third parties should be able to acquire the relevant data for which they have proper authorization from data holders.

Practical realization of this setting depends on suitable cryptographic methods that allow expressions of trust relationships between the stakeholders by cryptographic means. Therefore, we identified unidirectional proxy re-encryption as such method to realize the DALIA security framework.
3.2 Unidirectional proxy re-encryption

With a re-encryption key, DALIA is able to make data, which is originally encrypted for the older adult, accessible to a carer. In addition, with proxy re-encryption it is possible to share the same ciphertext created by the older adult with different individuals only through re-encrypting the ciphertext with different re-encryption keys.

Proxy re-encryption can be implemented via unidirectional and bidirectional schemes. DALIA uses unidirectional proxy re-encryption because one older adult can have multiple carers to whom the data has to be shared. Bidirectional proxy re-encryption schemes would additionally allow the proxy to re-encrypt the carer’s ciphertexts for the older adult. The following figure shows the concept of proxy re-encryption in DALIA.

![Proxy re-encryption concept](image)

DALIA uses the re-encryption key derived from the older adult’s private key and the carer’s public key (REK OA→C) in order to make the data of the older adult accessible to the carer.

3.3 Encryption and storage of data via proxy re-encryption

In DALIA, the older adult can share several modules with a specific carer. In order to illustrate the proxy re-encryption process in DALIA, the following example explains a typical scenario:

- The older adult creates a new record (e.g. a new medication to be taken).
- The older adult’s device creates a key to encrypt the record symmetrically.
- The symmetric key is encrypted with the older adult’s public key.
- The encrypted record is put on the DALIA server together with the encrypted symmetric key.

The client encrypts the data symmetrically because of performance reasons. In some cases,
the data could contain binary content like pictures or videos. As a result, the data exhibits a large size and would take much longer to encrypt, decrypt and re-encrypt asymmetrically. The re-encryption of a relatively small key, used for symmetric encryption and decryption, is much more performant than the re-encryption of the actual data.

3.4 Data sharing

An older adult can decide to share a specific module with a carer. To continue the above-mentioned example, an older adult could decide to share all medications with a specific carer and therefore grants access to the medication module. DALIA then allows the carer to receive all medications in an encrypted way. Initially, if a user wants to share data with a carer, the client of the older adult generates a re-encryption key. Only with this re-encryption key, the client of the carer can decrypt the encrypted symmetric key to decrypt the data.

The following picture visualizes the process of sharing data of a specific module of an older adult with a carer.

![Diagram](image)

**Fig. 2: Encrypted data transfer**

**Access revocation**

DALIA maintains a list that includes a reference between the older adult’s modules and the information with whom they are shared.

If an older adult decides that a specific module should no longer be shared with a carer, this reference is simply deleted, which causes DALIA to remove all related data from the carers device. Furthermore, no data is synchronized any longer to the carer.
4 DALIA’s security framework

4.1 Proxy re-encryption implementation

In order to generate a proxy re-encryption key, an authentic copy of the carer’s public key and the older adult’s private key is needed. In the DALIA setting, the owner of the private key (the older adult) always derives proxy re-encryption keys. Therefore, authenticity of private keys is guaranteed implicitly. In order to guarantee that a given public key really belongs to the intended recipient (the carer) explicit authentication is needed. This setting equals other asymmetric encryption schemes, such as RSA, and the solutions to the public key-distribution problem (e.g. PKI).

Proxy Re-Encryption Java Library (reproxy)

We have implemented a standalone Java library (reproxy) to provide the cryptographic primitives for proxy re-encryption in the prototype of the DALIA security framework. This library is designed to abstract the specifics of unidirectional proxy re-encryption schemes behind a scheme-independent simple application programming interface (API).

The reference implementation of our library implements a variant of the unidirectional proxy re-encryption found in Ateniese et al. [At06]. This scheme uses an elliptic curve variant of the El-Gamal encryption scheme in combination with bilinear maps. For elliptic curve and pairing support, our reference implementation uses the open-source jPBC library. No additional external dependencies (apart from the Java Runtime Environment) are used.

The scheme-independent API is the primary interface to the proxy re-encryption library. It contains Java interfaces modelling domain parameters, proxy re-encryption schemes, and the different types of keys (public key, private key and proxy re-encryption key). Operations like key generation, encryption, re-encryption and decryption are modelled as methods on these interfaces.

One challenge that is addressed in the scheme-independent API are the differences between encoding of plaintexts and ciphertexts for different schemes. Depending on the internals of a particular proxy re-encryption scheme the actual message may be mapped to different mathematical objects like integers in some group, points on an elliptic curve, or elements of some finite (extension) field. Even for the same type of mathematical object (like an elliptic curve point) there is often more than one possible way of mapping an arbitrary plaintext byte array to a point. To deal with these differences our scheme-independent API encapsulates plaintext and ciphertext messages that are encoded for a particular proxy re-encryption scheme as Java objects of special type. Encoding and decoding facilities that allow mapping between arbitrary Java byte arrays and these objects are provided as part of the generic proxy re-encryption scheme interface. This design enables library users to work with the library, without noticing the low-level details of the

4 http://gas.dia.unisa.it/projects/jpbc/
proxy re-encryption scheme in use.

The message encoding facilities of the library also partly address the issue of message length limitations, for example due to the bit-length of moduli. When instantiating a proxy re-encryption scheme, the library user can select a message "codec". That defines how message byte arrays are encapsulated and padded. The reference implementation of our library currently implements four different codec types:

The "raw" codec literally maps the message byte array to an unsigned integer value without any further padding. The maximum message length is subject to bit-length limitations (e.g. moduli, group orders) of the scheme, and cannot (automatically) recover the length of the message byte array on decryption.

The "simple" and "oaep" codecs are based on the PKCS#1 specified padding schemes for RSA encryption. Both of these codecs pad the message byte array, before mapping them to an unsigned integer. The maximum message length is subject to bit-length limitations (e.g. moduli, group orders) of the scheme. For both codecs the padding method allows unambiguous recovery of the length of the message byte array. Decrypted messages will have exactly the same length as the original plaintext byte array used during encryption.

All of the three codecs discussed so far are only suitable for encoding messages, which are shorter than a size limit implied by the choice of domain parameters. To overcome these limitations, our library provides an "ephemeral" codec implementing a simple key wrapping scheme: The "ephemeral" codec generates a random (ephemeral) key that is encrypted using the proxy re-encryption scheme. The actual message byte array provided by the user is symmetrically encrypted using the ephemeral key. This codec does not have any message length limitations, since the actual payload is encrypted with a normal block cipher. Message integrity can be provided by using a block cipher that supports authenticated encryption (AE), such as AES-GCM.

4.2 Key management

In order to guarantee confidentiality of the stored sensitive data via our proxy re-encryption concept, all participants need to possess a key pair, consisting of a secret key and a public key. Therefore, it is important to define a key distribution concept, which ensures the correct key management in DALIA. The following section describes our approach in more detail.

An older adult usually owns two devices: a smartphone and a smart TV. Both devices have to encrypt their sensitive data via the same secret key, so it is necessary to distribute the keys between them. While there are several concepts available to distribute the asymmetric keys between a system and its users, DALIA generates the key pair for the user. This approach offers a maximum of convenience for DALIA users, while at the same time it demands a certain amount of trust in DALIA. Alternatively, it is possible to create the keys on the client-side or to include a third party into the whole process, as described in
the discussion in section 5. One of the most important aspects of the concept is the recovery password, which DALIA generates randomly. The secret key of a user is encrypted symmetrically with this password to enable DALIA to back up the secret key without having access to it. The user receives the recovery password via mail. With this recovery password, a user can retrieve the encrypted key pair from DALIA and decrypt it. If an older adult receives DALIA for the first time and sets up the devices, each client tries to receive its encrypted key pair. After the setup, the client can use the secret key to decrypt the data and to create re-encryption keys for data sharing.

The actual re-encryption is done on the cloud-server for performance and availability reasons. The client devices used in DALIA, like smartphones and smart TVs, have limited resources and the devices cannot always rely on an available internet connection. Therefore, shared data may not be available for authenticated receivers all the time. This is why the server holds the re-encryption keys and takes care of all re-encryption and data distribution tasks.

4.2.1 Key recovery and backup

If a user loses a device, for example the smartphone, there would normally be no way to obtain the encrypted data, which is stored on DALIA, back on a new smartphone. With the recovery password, the user can easily regain access to the encrypted data with a new smartphone.

The DALIA server has access to the database server, which stores all relevant information about the users like username, hash of the password as well as their encrypted secret key and public key but not the recovery password. After the key pair was initially created and encrypted with a randomly generated recovery password, the recovery password is send to the user but is not stored on the server. Having access to the recovery password would enable unauthorized persons to gain access to the secret key, which then gives access to the encrypted sensitive data. Therefore, only the user has access to the recovery password, which is distributed to the users via a QR-Code that is included in the welcome letter.

4.3 Practical Proxy re-encryption scenarios in DALIA

In DALIA, four different data exchange scenarios can occur. In the first scenario, an older adult creates data within a certain module, either via the smartphone or via the smart TV. This data has to be synchronized to the carer who has access to the module. In this case, DALIA re-encrypts the data in order to make it accessible for the carer. Figure 3 visualizes this case in scenario 1.

Another scenario would be a carer, entering data for a specific older adult. In this case, no re-encryption has to take place because the data created by the carer has a clear destination, which is a specific older adult. Therefore, the data is encrypted with the public key of the older adult and can be decrypted with the older adult’s secret key (see scenario 2 in Figure 3). This scenario works similar, regardless whether the data is synchronized to the older
adult’s smartphone or the smart TV.

In addition, data which is available on the older adult’s smart TV has also to be synchronized to the older adult’s smartphone. Therefore the older adult’s smart TV encrypts the data with its own public key and sends it to DALIA. The smartphone checks regularly whether there exists new data, which has to be synchronized and finds the new entry. DALIA recognizes that the data comes from the older adult and has to be sent to another device of the same older adult. Therefore, no re-encryption is necessary but the data is directly sent to the older adult’s smartphone. The smartphone decrypts the data with the secret key and stores it. Figure 3 visualizes this case in scenario 3.

The same synchronization is necessary if a carer adds data on behalf of the older adult via the hosted service and then has to be synchronized to the carer’s mobile devices. In this case, the carer encrypts the data with the older adult’s public key and stores it on DALIA. In order to access the data on a different device of the carer, the data is again re-encrypted to make a decryption with the carer’s secret key possible. Figure 3 visualizes this case in scenario 4.

In all scenarios, DALIA takes care of a possible necessary re-encryption which is always necessary if data of an older adult has to be synchronized to a carer or if data of carer’s device 1 has to be synchronized to carer’s device 2. The devices of both, the carer and the older adult, always receive the data in a way that it can be decrypted with their own secret key, which is done in the “crypto service”. The crypto service is also responsible to encrypt outgoing data with the older adult’s public key. Hence, DALIA always encrypts user data with the older adult’s public key.
Discussion

5.1 Alternative key management approaches

Usually, it is common to generate the key pair on the client device. In DALIA, we decided to generate the key pair on the server and to store it in an encrypted way. This approach offers a minimum of user interaction and at the same time ensures that the key pair can never be lost. If the client generates the key pair and the user does not correctly backup the secret key, the loss of the smartphone and hence the secret key has severe consequences. The data, which is stored on DALIA, is only accessible for the older adult with the correct secret key. Because DALIA never has access to the plain data, an unauthorized recovery would not be possible. Relying on the server in terms of key management requires a specific amount of trust in DALIA. This is why a third party should monitor and approve this process to guarantee trustworthiness of DALIA.

Another possibility would be the inclusion of a third, unbiased and trusted party (like a notary) into the key management process. This third party would undertake the task of creating, storing and sending the key pair to the users instead of DALIA. This approach combines both targets, namely usability and security as the user receives again a letter with a QR-Code, which contains the recovery password. The user then only has to scan the QR-Code in order to set up a new device. In terms of security, the whole concept...
becomes more reliable because of the exclusion of DALIA from the critical process of key generation.

5.2 Granularity of shared modules

An important aspect of the whole DALIA security framework is the granularity of modules. If an older adult shares a specific module with a carer, all data, which falls into a specific module, is accessible for the carer. At the current state of DALIA, there is no need to make the sharing concept more fine-grained but in some cases, it makes sense to limit the access to the data even within a specific module. An example would be to share just a limited list of medications to a specific carer if the older adult wants to hide specific information like a specific medication, which could indicate a certain medical condition.

6 Conclusion

Because AAL applications often process sensitive health data, secure storage and data protection is essential. Protecting the stored data in an encrypted way and at the same time allowing users to share their data with selected individuals is a highly complex task. In this paper, we investigated the use of proxy re-encryption as one possible solution that can fulfil these requirements. With the DALIA security framework introduced in this paper, users can share specific data sets with selected individuals, while at the same time the data store never has access to the plaintext data. In addition, the presented solution allows users to revoke the granted access to the data easily. Furthermore, it is possible to create a re-encryption key at a later point in time, even for users, which did not exist at the time of encryption. This means, an older adult can store data in a secure way and can share it later with another user like a physician. This approach works because data is always encrypted in the same way, namely with the older adults public key. The server then performs the re-encryption if necessary to make the data accessible for different individuals. This proxy re-encryption approach in combination with the usage of transport layer security (TLS) in the background results in a strongly protected data storage and distribution system. All of the described proxy re-encryption features make the presented concept highly dynamical and easy to use because all of its complexity is hidden for the users, which makes it ideal for Ambient Assisted Living applications.
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Economic Issues of Federated Identity Management – An Estimation of the Costs of Identity Lifecycle Management in Inter-organisational Information Exchange Using Transaction Cost Theory
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Abstract: Inter-organisational data-exchange is common in inter-organisational value-chains. Currently information providing organizations enrol users of suppliers, in order to enable them to access their services and information. This leaves some users with the issue of handling multiple credentials, introducing risks of password-reuse [Iv04] and weak-passwords [Ne94]. Federated identity management eases this scenario, by enabling users to authenticate against their organizations’ identity provider [Hü10]. However, the costs involved in managing the underlying identity and rights lifecycle have hardly been considered. This paper addresses this gap, by using the principal-agent theory, and transaction cost theory, structuring the identity lifecycle using [BS08] [IS05] [IS10], and estimating the management costs. We finally analyse the economic benefits of federated identity management in inter-organisational information exchange. We find that while process costs for executing the identity lifecycle are reduced for the information provider, by introducing federated identity management, the control costs reduce, and in one case even diminish this cost benefit. We briefly discuss our findings, and conclude that further mechanisms and research is required to reduce the efforts in auditing, in order to fully unlock the security and economic benefits of federated identity management.

Keywords: Identity Lifecycle, Identity Management, IAM, Security Management, Access Control, Transaction Cost, Principal-Agent Theory, Entity Assurance, Auditing

1 Introduction

Inter-organisational data exchange is common in inter-organisational value-chains, where suppliers are largely integrated into product development and production processes. The automotive industry, for instance is collaborating in networks, introducing different suppliers, also of competing supply chains [Ku14], [Ku13], [We13]. Authentication and authorization is hereby often handled by the provision of credentials and identities by the information provider. However, this leaves users with multiple credentials, yielding the risk of weak passwords or password reuse [Iv04], [MD08], [Ne94]. Federated Identity Management introduces security advantages, by enabling authentication of users against fewer identity providers, enabling users of suppliers to authenticate against their companies identity provider, while accessing
resources of an information provider [Hü10], [Hü11]. While the advantages in authentication and security have been largely discussed and acknowledged, the identity lifecycle, including the provision of identities and access rights has been neglected. This paper aims at filling this gap, by addressing the necessary tasks of the identity lifecycle in inter-organizational information exchange, estimating the costs, and then choosing a transaction-cost perspective on federated identity management discussing whether the benefits of federated identity management disperse throughout the whole identity lifecycle, or whether costs induced by opportunism of the suppliers tend to minimize the benefits. We therefore start with discussing the identity lifecycle, and in order to be able to estimate the costs of the identity lifecycle, introducing aspects of information security management [IS05], and authentication assurance [IS05]. We then estimate the costs of the identity lifecycle as such, by using sources regarding the amount of helpdesk employees [MA15], working time required for provisioning tasks [OL10] and price lists of providers for identity document legitimation and verification. For the identification of the tasks we oriented on the assurance levels LoA 3 and 4 of [IS10], arguing that the exchange of information may put the confidentiality of intellectual property and thus of critical knowledge at risk.

2 State-of-the-art

Economic considerations of security has broadly been concerned on information security budgets [An08] [An01], user adoption of security technologies [Hü10], [Ro10], [RZ12], organizational behaviour regarding privacy and security investments [GG05], [Go03], [MR09], [No12], and cost assessment of security technology introduction, such as electronic signatures [RR05a], [RR05b]. While approaches on assessing investment returns of enterprise identity management [Ro13] exist, there is publication, known to the author, regarding the costs of the identity lifecycle as such. The identity lifecycle introduced by [MR08] enables a structured approach on assessing the efforts involved in managing identities and access rights as such. It includes the task of registration, provisioning, usage, deprovisioning and auditing. Registration hereby involves the creation of an identity for a subject, whereas provisioning involves the correlation of required access rights and credentials with the identity. Usage includes all user-related aspects of authentication and credential handling, whereas deprovisioning involves the revocation of access rights, credentials, or identities. Finally regular audits are introduced, in order to ensure the integrity of the identity- and access rights data infrastructure.

The identity lifecycle as such as relatively easy to grasp and should not introduce major issues for organizations. However findings by practitioners, such as [Wa12a] indicate that the introduction of auditing aspects does not necessarily imply a security benefit, as „many IT departments, in the run-up to an audit, apply themselves diligently to ensuring they achieve the proper compliance“, yet „...once the pressure is off, they tend to neglect compliance throughout the rest of the year“ [Wa12a]. Additionally incidents, such as
[Ze12], where access rights for a supplier’s employee, which have not been revoked in time, were used in order to steal intellectual property of the information providing organization, indicates that a mixture of opportunistic behavior, non-controllability of a supplier’s identity lifecycle, and the proper execution of the identity lifecycle may be put in question in some cases.

Fig. 1: The identity lifecycle [MR08]

Our research focuses on a distinct scenario, in which an organization integrates suppliers in its value chain in product development and production tasks. This integration of course requires the provision of critical intellectual property by the organization. Our research hereby focuses on untangling this relationship, identifying the vulnerabilities, and ultimately developing countermeasures in order to avoid leakage of intellectual property to competitors. When turning to economic theories, we are able to characterize the described relationship using the principal-agent theory [LM01]. This theory introduces the concept of a principal which desires the execution of a task, and an agent executing the task. It assumes opportunism, meaning that both the agent and the principal will try to maximize their own utility, even if the utility of the other party is reduced by their actions. Additionally, this setting yields asymmetric information between the principal and the agent. The agent may consist of hidden characteristics, or hidden intentions, which the principal is not able to observe when negotiating the contract. Additionally the agent may execute hidden actions. Under the assumption of opportunism, and being able to hide actions, or meme certain characteristics and intentions towards the principal, enables the agent to maximize their own utility, even if the utility of the other party is reduced by their actions. In transaction cost theory we differentiate between the costs which occur ex-ante to a transaction, and costs which occur ex-post to a transaction. Ex-ante costs hereby include costs for initiation of a transaction, and negotiation. Ex-post costs however, include costs for executing a task, adjusting task characteristics, and controlling the task execution. We can further differentiate the relationship between the principal and the agent in being characterized by a hierarchy (integrated organizations whose utility depends on the benefits of the principal), hybrid forms (e.g. sub-organizations, which are competing freely on the
market), and market forms [Pi03]. The latter will be the most interesting integration form in our case, as supplier integration yields large benefits due to the access to competing, and thus improving suppliers [Ku13] [We13], requiring an open market, and thus a low degree of integration by the principal.

3 Scenario

Knowing the characteristics of the relationship between an organization and its' suppliers in inter-organizational value chains, we are now turning towards our scenario, which involves a principal, providing information, and an agent using this information in order to execute a task. The principal requires the agent to handle the information adequately, including proper management of the identities and access rights. The agent however, will aim at maximizing its' own utility, minimizing costs and thus may aim at cost savings of the identity lifecycle. This of course leads to access rights, and identities not being revoked, criminals potentially impersonating employees, and credentials not handled correctly. In order to stress the roles of the principal and the agent, we will in the following refer to the principal and being the Information Provider (IP), and the agent as being the Information User (IU). We further involve the observation, that collaboration in value-chains may be characterized by a full mesh, indicating that a IP may exchange information with multiple IU, even from competing supply chains [We13]. We will consider the identity lifecycles of the IU and the IP in two different cases, involving the use of federated identity management (in the following referred to as the “Federated Identity Management” Scenario), and the provisioning of access-rights and identities by the IP (In the following referred to as the “Extranet” Scenario). In both scenarios our cost analysis focuses only on the costs arising out of the collaboration scenario. This means, that we only consider identity lifecycle costs for external employees. Therefore we neglect the costs for identity lifecycle management of the IPs employees in the “Extranet” scenario.

4 Costs of identity and access rights lifecycle management

In order to assess the impact of transaction costs on identity and access rights lifecycle management in federated identity management, we aim at identifying the process costs involved for the IP and the IU, as well as the costs for control and communication. In our approach we therefore consider the structure of the identity lifecycle, controls from [IS10] and [IS05] to identify the tasks. We then discuss these tasks and estimate the process costs, by considering costs and execution frequencies from [OL10].

Throughout our analysis and articulation of included tasks in identity lifecycle management we identified the following process fields: (1) Identity Proofing and identity information verification [IS10], (2) Credential renewal and/or replacement [IS10], (3) Registration [IS10], (4) Credential creation [IS10], (5) Credential activation
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[IS10], (6) Credential issuance [IS10], (7) Deprovisioning [IS10], (8) Security training and awareness [IS05], (9) Provisioning of a central contact for security events [IS05], and (10) Auditing [IS05] [IS10]. Hereby the process (1) is being considered as enrolment in the identity lifecycle. The processes (3), (4), (5), and (6) are being considered as provisioning in the identity lifecycle. Processes (8) and (9) are being considered as usage, and processes (7) and (2) are being considered as deprovisioning. Finally, process (9) is considered as the auditing phase in the identity lifecycle [MR08].

The whole structure of the identity lifecycle using ISO/IEC 29115 controls for LoA 3 and 4 would exceed the limits of this paper. Yet, we will in the following try to briefly describe the associated tasks, the respective cost drivers and estimated costs per identity lifecycle area. Hereby we only consider process costs of the organization, e.g. costs for capturing or validating attributes. Costs of the entity are being omitted, as we aim at identifying the costs for the IP as a reference for our analysis, whereas costs of the entities are costs of the IU, which are omitted in our considerations.

**Enrolment**

During enrolment the identity of the subject is being verified, by identity proofing and identity information verification [IS10]. This task can hereby be carried out off-site, or on-site, whereas in LoA 4 an on-site verification is mandatory. Viewing the controls for identity proofing and identity information verification, we concluded that these included for the off-site case: Provisioning of identifying and other attributes, validation of the attributes, provisioning of secrets, and validation of the secret by a trusted third party. The on-site case includes the provisioning of an authoritative document, validation of the documents’ validity and genuineness, provisioning of identifying and other attributes, validation of these attributes, provisioning of contact details, and validation of the contact details. Additionally, in LoA 4 on-site verification and the provisioning of a second authoritative document is mandatory. The controls of identity proofing therefore mainly includes tasks of comparing and capturing attributes, validating attributes, and validating documents. In the case of on-site proofing we shall additionally include the task of scheduling an appointment. Using these abstract tasks, we are able to state the following assumptions (A1) to (A3): (A1) If we assume automation in capturing attributes, e.g. by using a web portal, and in validation, e.g. by using web services for validating authoritative documents, we assume that no further process costs are introduced. Although the transaction costs of using third parties and validation services can be significant, we focus mainly on the created process costs, neglecting these costs for comparing and capturing attributes, and for validating attributes. However, in the case of manual capturing and comparison, and validation of attributes we estimate 5 working minutes for entering the attributes, submitting these to a validation service, and

---

2 For instance the German PostIdent service which enables off-site identity verification costs between 3,50€ and 8,90€ per transaction. For a list on prices of the PostIdent service, please refer to https://www.deutschepost.de/content/dam/dpag/images/P_p/Postident/Postident%202015/preisliste-postident-20150526.pdf

3 For a list on web services for validation of authoritative documents (in German) please refer to: http://www.bundespolizei.de/DE/01Buergerservice/Dokumentenpruefung/_dokumentenueberpruefung_annon
assessing the outcome of the validation. Hereby, capturing and comparing attributes may largely depend on the complexity of the attribute, and the familiarity of the capturing individual with this attribute. E.g. a very long personal ID number may be more time consuming to capture, than very short familiar attributes such as sex or dates of birth. (A2) Validating documents includes validating the genuineness and the document itself. Depending on the familiarity of the individual with the document the required working time may be negligible. However, if the individual is required to use databases on authoritative documents⁴, e.g. if the individual is completely unfamiliar with the document, we estimate the validation to require 5 working minutes. (A3) Finally, we estimate the scheduling of an appointment to require at least 5 working minutes for initiating and finding a suitable date and at most 10 working minutes in the case of multiple required transactions. Using these assumptions we can estimate, that in the off-site case, 0 to 5 working minutes are required for capturing and validating identifying and other attributes under assumption (A1). Capturing and validation of secrets is regarded as capturing and validation of attributes and thus creates additional costs of 0 to 5 working minutes. We can therefore conclude that the off-site case introduces process costs of 0 to 10 working minutes for identity proofing.

The on-site cases however, additionally requires the scheduling of an appointment, which costs 5 to 10 working minutes under assumption A3, along with the provisioning and validation of an authoritative document (0 to 5 working minutes under assumption A2). Additionally, the identifying and other attributes must be captured and validated which creates costs from 0 to 5 working minutes under assumption A1. Contact details must be captured and validated which, when treated as attribute capturing and validation creates costs from 0 to 5 working minutes under assumption A1. Finally, in the case of LoA 4, which has been omitted for off-site verification as on-site verification is mandatory in LoA4, the additional capturing of attributes from a second authoritative document is required, creating additional costs of 0 to 5 working minutes under assumption A1. We can therefore conclude that the process of identity proofing and identity information verification introduces costs between 0 working minutes in the case of off-site proofing and LoA 3, and 30 working minutes in the case of on-site proofing and LoA 4.

**Provisioning**

The Provisioning phase consists of the registration, which includes the creation of an identity, the creation of a credential, the issuance of the credential, and the activation of the credential by the entity. According to [IS10] credentials should involve two-factor authentication, limiting the producible credentials to PKI based smartcards, secured software credentials, unprotected software tokens, biometric tokens with password, and hardware OTP tokens. Credential production hereby additionally includes access control.

---

⁴ One example for such databases is the PRADO database, which holds information on characteristics of authoritative documents. The database can be found at: http://www.consilium.europa.eu/prado/de/prado-start-page.html
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to the credential inventory, in order to prevent credential theft. Therefore an additional identity management infrastructure is required for managing access rights to the credential inventory. In order to estimate the costs of the tasks involved in credential creation, we are using the following assumptions: (A4) Only one credential is issued per user. (A4a) Production costs for unprotected software OTP files are negligible. Production costs for Secured Software Credentials are estimated to be 70€ per user. Production costs for PKI credentials are assumed to be negligible and are thus reduced to the operation costs of Public Key Infrastructures which are 150€ per user [Ve05]. Finger-vein and palm-vein devices are estimated to cost up to 3,000€ per user including template creation and devices [Si15]. Therefore production costs for a credential can be between 0€ and 3,000€ per user. (A4b) In the case of biometric credentials we additionally assume negligible working time for the template creation, and up to 1 minute for template creation. (A4c) The costs for the required access control to the credential inventory is estimated to be the costs of registration, which can create costs between 6,6 and 12,4 minutes per user [Ol10]. Using these assumptions we can estimate that the costs for credential creation are between 6,6 and 13,4 working minutes per year under assumption A4c and A4b. Additionally, the costs of the credentials can range between a negligible amount up to 3,000€ per user under assumptions A4 and A4a.

Issuance of the credential can be done in-person or impersonal, whereas impersonal issuance may include the usage of internal issuance infrastructures, or external services such as (express) mail. In the case of in-person issuance, scheduling an appointment is necessary, along with identity proofing acknowledgement of receipt. Additionally, in the case of LoA 4, acknowledgement of receipt of the credential is required. The costs for credential issuance are being estimated using hypotheses A5 to A8: (A5) Impersonal issuance requires verification of the recipients address [Is10]. The transactions included for address verification requires the organization to provide multiple attributes to a third party, and receive and interpret the verification result. We assume no automation and therefore estimate the consumed working time to be at least 5 working minutes and at most 10 working minutes, depending on the amount of required attributes. (A6) Impersonal issuance done via internal mailing systems creates negligible costs. (A7) If the impersonal issuance is done using an external party, service ordering and packaging of the credential according to the third parties rules, may consume between 5 and 10 working minutes. (A8) Receipts of acknowledgement are handled by the third party and are thus neglected.

Therefore we can conclude that for impersonal issuance, which requires address verification (A5), packaging and service ordering (in the case of a third party) (A7), and creation of an acknowledgement of receipt (A8) consumes at least 5 working minutes (in the case of using the internal mail infrastructure) and up to 20 working minutes. Personal issuance on the other hand, requires scheduling an appointment, which can be assumed

---

5 Required attributes for address verification, e.g. at federal authorities may include the provisioning of the full name, and the birth date, along with costs about 8€ to 10€. For a full price list please refer to: https://www.verwaltungsservice.bayern.de/dokumente/leistung/66886554503
to consume between 5 to 10 working minutes under assumption A3. Additionally, identity verification of the recipient and the creation of a receipt of acknowledgement are required. Arguing that for identity verification, the sender may verify the recipients identifying document, and neglecting the costs for creating a receipt of acknowledgement we are able to estimate this activity to consume up to 5 working minutes. Therefore we are estimating the costs for personal issuance of a credential to be between 5 and 15 working minutes.

Activation of the credential creates requires the entity to follow an activation process, usually involving entering of an issued activation code. However, as these costs mainly occur at the entity, and since the entity in scenario is not associated with the IP, we neglect the costs for activation of the credential.

Last, but not least the registration includes the provisioning of the partial identity and of access rights for the partial identity. According to [OL10] we differentiate between the provisioning of access rights for new identities, the provisioning of not yet existing access rights for existing identities, and the provisioning of existing access rights for existing identities. Using [OL10] we estimate the costs for the registration process to be within 6.6 to 12.4 working minutes, depending on the availability of RBAC.

Usage
Apart from credential characteristics, as the usage of a secured channel throughout authentication, or the absence of identity information transmission, credential storage, and credential handling by the entity is crucial for avoidance of unauthorized access. Therefore security training and awareness (SETA) programmes must be maintained within the organization [IS05]. Additionally, the implementation of a central security event contact, where users can provide observations regarding security lacks in the organization is beneficial for improving the handling and secure storage of credentials [BS08]. Therefore we estimate the costs for the usage phase, by estimating the costs for SETA, and a central security event contact. According to [Bu10], [Ar08], [Wa12b] the success of awareness programs largely depend on their ability to implement a security culture. Therefore all employees, including managerial staff must attend SETA events. Additionally, [Em05] show that the frequency of SETA events may positively impact the user behaviour. (A9) We estimate an awareness training to consume between 2 and 5 hours of working time per user. Additionally we estimate a frequency of the trainings to be between 3 monthly and yearly trainings. As every employee should attend this training, we can therefore assume between 120 and 1200 working minutes per year. Additionally, we assume that the preparation of the trainings require up to 24 working minutes per user per year, as the preparation may be neglectable, in the case of using security training software.

For the security event contact, we assume that the main tasks are to receive notifications on security-related observations by users, to analyse and document these notifications, and to escalate the events towards incidents or even problems. This similarity with

6 An example application can be found at http://www.e-sec.at/de-at/virtualtrainingcompany/elearningsoftware
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service desk processes, as in [TS11] enable us to estimate the costs for this contact by using a service desk ratio of 1 employee per 70 users, as in [MA15]. Using a monthly working time of 160 hours, we are able to receive a working time of 34.23 working minutes per user, per week. Assuming that we may have at least 1 observed security event per year, and at most 1 observed security event per week, we can estimate the costs for the security event contact to be between 34.23 working minutes and 1369 working minutes per user, per year.

Deprovisioning
Deprovisioning consists of the revocation of identities, access rights and credentials, along with identity proofing for eventually replacing, or renewing identities, as in [IS10]. The costs for deprovisioning can be estimated using [OL10], who estimate at least 4.7 working minutes for the termination of access rights. The revocation of credentials, requires the deactivation, destruction and disposal of the credential along with documentation of the credentials status. Using assumption A1 and no automation we estimate this task to include transactions between credential status information systems and receiving the credential itself. Therefore we estimate the costs for revocation of credentials to be between 5 and 10 working minutes per credential, depending on the availability of information, and the usability of inventory and credential status information systems. According to the controls of ISO/IEC 29115, credential renewal and replacement can be minimized to identity proofing and identity information verification. Yet, the required controls for LoA 3 and LoA 4 credential renewal, include LoA 2, and LoA 3 information proofing and validation, which does not require the provisioning of additional documents. Therefore one task including attribute capture is not required. Yet, initiation and proofing possession of the credential is mandatory [IS10]. Arguing that proofing the possession may include the provisioning of a credential id, or in the case of PKI based credentials may be fully automated we can estimate these additional costs to be negligible and at most 5 working minutes under assumption A1. Therefore credential renewal and replacement consumes at least 0 to 30 working minutes, similar to identity proofing and identity information verification.

Auditing
Regular auditing is crucial for maintaining the integrity of the identity and rights data infrastructure. In order to be able to identify the appropriateness of identities and access rights, auditors require information on the employees’ current project status, and access rights requirements. Therefore an auditor, in the best case simply compares the employee data with the identity and access rights infrastructure. In the light of [IS10], an additional audit on the validity and appropriateness of the credentials is required, which includes an audit of the credential statuses. We estimate, that if an auditor receives the information in an easily accessible form, the audit is reduced to simply comparing information between the identity and access rights data infrastructure, the credential statuses, and the employee data, and thus estimate the effort to be 5 working minutes per identity. However, if the auditors are required to consolidate the required information themselves, we estimate about 15 working minutes per user. Additionally, the frequency of audits influences the quality of the identity and access rights data infrastructure, as room for
complacency, as [Wa12a] puts it, is reduced. Assuming a yearly, up to a monthly-frequency, we can thus estimate the costs for an audit to be between 5 and 180 working minutes per user. Having estimated the costs partially on a per user, per year, partially on a per year basis we are finally assuming that: (A10) The observed organization is stable in growth and structure, including the frequencies of deprovisioned identities, renewed credentials, and provisioned identities are equal. Although this assumption is unrealistic, it enables us to use a neutral view on the organization, leaving out factors such as organizational adaption towards markets and competitive scenarios, which would raise the complexity of the regarded issue, while not necessarily contributing to the considerations of transaction costs. Using A10 we can use frequencies of 0.2 for enrolment, 0.2 to 0.21 for provisioning, and 0.17 to 0.2 per user, per year for deprovisioning activities [OL10]. A complete list of the resulting costs can be found in Annex A1.

For the “Extranet” scenario, in which the IP handles the identities of the entities associated with the IU, we can conclude that the costs for executing the identity lifecycle may vary between 163,669 working minutes in the best case, and 2797,36 working minutes per user, per year in the worst case. These costs can be relaxed under the assumption that the IP is neither providing SETA, nor a central contact for security events for the entities associated with the IU. In this case, the costs account for 9,439 working minutes per user per year in the best case, up to 204,16 working minutes in the worst case for the IP. In our transaction analysis we will consider both scenarios.

5 Transaction costs of federated identity management

In the “Extranet” scenario, the IP is providing credentials, identities, and access rights for entities associated with the IU. Assuming that the entities are working off-premise, SETA and provisioning of a central contact for security events can be neglected. In our following analysis we will consider both the “Extranet” and the “Federated Identity Management” scenario. Hereby we will distinguish between process costs (depicted with P), control costs (depicted with C), documentation costs (depicted with D) and communication costs (depicted with CO). Process costs are hereby costs for carrying out a certain task, as analysed in our cost estimation of the identity lifecycle. Control costs arise out of a sphere of uncertainty between two parties and include costs for controlling, and establishing control mechanisms. In our considerations, control costs are mainly costs for auditing identity and lifecycle management. Documentation costs are directly associated with control costs, consolidating and articulating information required to efficiently carry out an audit. Finally, communication costs are costs associated with provisioning of information, e.g. for initiation of a task. Tab. 1 provides an overview on the different cost types in both scenarios. In our “Extranet” scenario, the IP is responsible for providing identities, credentials, and access rights. SETA and a central contact for security events may be provided by the IP or the IU. Finally, as the identity and rights data infrastructure is completely administered by the IP, auditing is also
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included in the IPs costs. The IU is only responsible for initiating the enrolment of an entity, creating communication costs in “Enrolment”, and initiating the deprovisioning for an entity. If the IU is carrying out SETA and provides a central contact for security events, the only costs arising for the IP are control costs, e.g. by auditing the existence and contents of both controls.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Extranet Scenario</th>
<th>Federated Identity Management Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IP</td>
<td>IU</td>
</tr>
<tr>
<td>Enrolment</td>
<td>P</td>
<td>C</td>
</tr>
<tr>
<td>Provisioning</td>
<td>P</td>
<td>(P), (C)</td>
</tr>
<tr>
<td>Usage</td>
<td>(P), (C)</td>
<td>(P)</td>
</tr>
<tr>
<td>Deprovisioning</td>
<td>P</td>
<td>C</td>
</tr>
<tr>
<td>Auditing</td>
<td>P</td>
<td>C, CO, P</td>
</tr>
<tr>
<td>Worst Case process costs (per user, per year)</td>
<td>204,16 minutes (2797,36 minutes)</td>
<td>(2593,2 minutes)</td>
</tr>
<tr>
<td>Best Case process costs (per user, per year)</td>
<td>9,439 minutes (163,669 minutes)</td>
<td>(154,23 minutes)</td>
</tr>
</tbody>
</table>

Tab. 1: Comparison of the cost types associated with the “Extranet” and the “Federated Identity Management” scenario

In the case of the “Federated Identity Management” scenario however, the IU is providing its’ own credentials, and identities. The only processes carried out by the IP are the provisioning and deprovisioning of access rights. Regarding the costs for identity lifecycle management, this means that the IP is still responsible for auditing the access rights data infrastructure, provisioning, and deprovisioning of access rights. Process costs are hereby lower than in the “Extranet” scenario, both in the worst and best case scenario. Overall, the IP only requires 90.85% of the process costs of the “Extranet” scenario using the “Federated Identity Management” scenario.

However, the IP yields additional costs in the “Federated Identity Management” scenario, in terms of control costs. Outsourcing the tasks of enrolment, identity creation, credential creation, revocation of identities and credentials, and auditing of the identity data infrastructure adds to uncertainty between the IP and the IU, contributing to the IU’s opportunism [P03]. In order, to verify that the tasks are not subject to negligence, creating critical security issues, the IP is now required to invest control costs, e.g. carry
out additional audits on the identity creation and revocation processes and products. Therefore ten additional audit aspects may be required on correct execution and existence of credential renewal, identity proofing, registration, credential creation, activation, issuance, deprovisioning, SETA, central contact for security events, and auditing of the identity data infrastructure by the IU.

Using our estimation from Section 4 we can assume that the audit costs may vary between 50 to 1800 working minutes for the IP per user, per year. This variation may be up to the quality and availability of information as documented by the IU. This means, that even in the considerations of the audit costs, uncertainty is induced by the IP and IU relationship. If we use this additional workload for the IP, we see that the savings of process costs of the “Federated Identity Management” Scenario, quickly diminish. If we consider audit rates between yearly audits, and three-yearly audits, whereas the latter may leave too much room for complacency in identity lifecycle management [Wa12a], we yield additional audit costs between 50 and 1800 working minutes (yearly audits), and 16,66 and 600 working minutes (three-yearly audits). In the case of yearly audits, the resulting total costs for the IP now vary between 52,119 working minutes in the best case, and 1805,48 working minutes in the worst case. For three-yearly audits, the best case are 18,779 working minutes and 605,48 working minutes in the worst case.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>“Federated Identity Management” (Best Case)</th>
<th>“Federated Identity Management” (Worst Case)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Extranet” Scenario</td>
<td>~198%</td>
<td>~641%</td>
</tr>
<tr>
<td>(Best Case)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Extranet” Scenario</td>
<td>~9,2%</td>
<td>~296%</td>
</tr>
<tr>
<td>(Worst Case)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 2: Comparison of the "Federated Identity Management" and "Extranet" scenario with additional audit costs (3-yearly audits)

Tab. 2 provides a comparison of the costs induced by the „Extranet“ scenario, compared with the costs of the „Federated Identity Management“ scenario, using 3-yearly audits. The only strategy, in which the „Federated Identity Management“ scenario yields advantages, includes the comparison with inefficient identity lifecycle management in the „Extranet“ scenario, and very efficient auditing in the „Federated identity management“ scenario. Apart from this strategy, the „Federated Identity Management“ scenario yields increases in costs between 200% and 641% compared to the costs of the „Extranet“ scenario.

However, audits may vary in their characteristics. Such as the VDA Information Security Assessment, for instance contribute to reducing auditing efforts. Additionally, audits may not involve the process product but only focus on the process itself. However, in the “Federated Identity Management” scenario audits are obviously the only control...
mechanism available for ensuring integrity of each identity and credential provided by the IU, as required by ISO/IEC 29115 [IS10]. This may induce the requirement for auditing all identities handled in the respective processes at the IP. Yet, for practicability reason, and if the assessment of process quality is able to sufficiently indicate its' product quality, assessment of process existence and documentation may be sufficient.

Still the consideration of necessary control costs shows, that the success of federated identity management systems in industrial scenarios, may largely depend on its’ accompanying mechanisms. Audit trails can, for instance reduce the uncertainty involved in audit costs, enabling organizations to unlock cost savings through federated identity management, and making partial outsourcing of the identity lifecycle beneficial for the IU [Pi03].

6 Conclusion

Our contribution was able to provide a structured overview on the process fields involved in the identity lifecycle, and estimate the costs per user, per year for managing the identity lifecycle. Our cost analysis shows, that by considering process costs, federated identity management provides clear benefits for an IP, as most of the identity lifecycle management task are carried out by the IU. However the opportunism implied by the principal-agent [LM01] scenario between the IP and the IU, yields additional costs regarding communication and control. Even when neglecting the communication costs, and observing only the control costs, we were able to identify that the required audits tend to minimize, and even overweigh the economic benefits of federated identity management. Controls in federated identity management, can no longer only focus on the status of the identity- and rights-data infrastructure, but must ensure the correct execution of the depicted processes as required by [IS10], in order to ensure correct handling of the credentials, and avoid delay of revocation, along with the risk of impersonation, and unauthorized access to credentials and intellectual property. These findings indicate, that while federated identity management may offer economic benefits for the IP, along with security benefits by avoiding password-reuse [Iv04], and increasing user acceptance [Hü10], unlocking these benefits may require further research in the field of audit-trail provisioning, and integration of these mechanisms into the identity lifecycle management processes of the IU.
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### A.1 Overview on the costs of the identity lifecycle per user, per year

<table>
<thead>
<tr>
<th>Process field</th>
<th>Effort of identity lifecycle managing organization per user</th>
<th>Estimated frequency per user, per year</th>
<th>Effort per user, per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credential Renewal and/or replacement</td>
<td>0..30 minutes</td>
<td>0,2</td>
<td>0..6 minutes</td>
</tr>
<tr>
<td>Identity proofing and identity information verification</td>
<td>0..30 minutes</td>
<td>0,2</td>
<td>0..6 minutes</td>
</tr>
<tr>
<td>Registration</td>
<td>6,6..12,4 minutes</td>
<td>0,2..0,21</td>
<td>1,32..2,48 Min.</td>
</tr>
<tr>
<td>Credential Creation</td>
<td>6,6..13,4 minutes / 0€..3000€</td>
<td>0,2</td>
<td>1,32..2,68 Min. / 0..600€</td>
</tr>
<tr>
<td>Credential Activation</td>
<td>0</td>
<td>0,2</td>
<td>0</td>
</tr>
<tr>
<td>Credential Issuance</td>
<td>5..20 minutes</td>
<td>0,2</td>
<td>1..4 minutes</td>
</tr>
<tr>
<td>Deprovisioning</td>
<td>4,7..10 Min.</td>
<td>0,17..0,2</td>
<td>0,799..3 minutes</td>
</tr>
<tr>
<td>SETA</td>
<td>120..1224 Min.</td>
<td>1</td>
<td>120..1224 minutes</td>
</tr>
<tr>
<td>Central contact for security events</td>
<td>34,23..1369,2 minutes</td>
<td>1</td>
<td>34,23..1369,2 minutes</td>
</tr>
<tr>
<td>Auditing</td>
<td>5..180 Min.</td>
<td>1</td>
<td>5..180 minutes</td>
</tr>
<tr>
<td>Overall effort per user, per year</td>
<td>163,669..2797,36 minutes / 0..600€</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Topology of Dynamic Metadata Exchange via a Trusted Third Party

Daniela Pöhn

Abstract: Federated Identity Management is an effective technology that allows multiple organizations to share resources. Deployments of the protocol Security Assertion Markup Language (SAML) practically require the pre-exchange of aggregated metadata files, making federations to fixed trust boundaries. Dynamic metadata exchange between identity provider and service provider via a trusted third party (TTP) overcomes these barriers. In this paper, we contrast dynamic metadata exchange with other state-of-the-art approaches and present the topology of the dynamic metadata exchange via a TTP. Furthermore, a distributed dynamic metadata exchange is proposed, in order to enhance the current protocol and provide a scalable solution for large-scale infrastructures.
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1 Introduction

Focusing on cognitive scalability, in addition to technical scalability, is key to the success of identity management systems. This is one of the seven flaws of identity management, discovered by R. Dhamija and L. Dusseault [DD08]. Although on-demand and scalability are important requirements, many federated identity management (FIM) solutions do not provide these technical aspects.

A researcher, e.g., works in a specific research field and is part of the associated research community. This community, also called virtual organization (VO), provides services, which are essential for the work. The researcher's home institution, also called identity provider (IDP), is member of a national federation operated by the national research and education network (NREN). Other IDPs and service provider (SPs) are part of this national federation. As most research and education (R&E) federation, this federation is based on the protocol Security Assertion Markup Language (SAML), while commercial providers prefer OpenID Connect. Although SAML does not require aggregated, pre-exchanged metadata files, it is common practice. The metadata contains information about the communication endpoints, e.g., Uniformed Resource Locator (URL) and certificate information. Therefore, the national federation collects and aggregates the metadata of the members and distributes the metadata set to its members. As the national federation with most of its members is part of an inter-federation, e.g., eduGAIN, the metadata of all participating federations is again aggregated and then distributed.
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Consequently, services can only be used within these trust boundaries. The VO of the researcher consists of members inside and outside the inter-federation. As a result, the researcher's VO either needs to participate in the inter-federation as a whole or set-up their own virtual federation.

This example explains the main problems of the current deployments of SAML federations in R&E. The coverage of the inter-federation is lacking, while in the same time the scalability of the metadata exchange is reduced. The size of the aggregated metadata file is growing, as more federations are participating. The size slows down hardware, especially older versions or when the aggregated metadata file has significantly grown. As many web service are provided on-demand, the relevant question is, if the SAML metadata can be exchanged on-demand as well. The following chapter contrasts the architecture of a trusted third party (TTP) for dynamic metadata exchange with current state of the art and practical approaches. Chapter 3 concentrates on the topology of such a TTP and while Chapter 4 extends the core workflow, in order to overcome current limitations. Last but not least, this paper concludes with the summarized results and further research questions.

2 Dynamic Metadata Exchange by a Trusted Third Party

SAML does not specify the aggregation and pre-exchange of metadata, as mentioned above. Nevertheless it is current practice to exchange these large metadata files within NREN federation. The Swiss federation SwitchAAI was the first NREN federation to develop a web service called Resource Registry [Hä06], where entities have to register their metadata and update entity information. The national metadata file is aggregated, based on all uploaded metadata files. The participants can then download the aggregated federational file as well as the eduGAIN inter-federational metadata file, which was aggregated by the Metadata Distribution Service (MDS) of GÉANT. Though the web service helps entities to manage their information, many manual steps are required and the local configuration needs to be updated manually. Furthermore, the metadata exchange is not scalable and on-demand. A newer practical solution is the Public Endpoint Entities Registry (PEER) by Young et al. [YJ09]. The implementation of PEER is called REEP and can be used by any entity, independent of the federation and protocol used. Although this approach helps entities participating in several federations, the metadata is still aggregated by federations and inter-federations. Another drawback are the manual steps, which are required. The approach of a TTP for dynamic metadata exchange works as public resource registry, where any entity can register and upload their metadata. In order to establish dynamic, on-demand metadata exchange, the TTP extends the currently used localization service, formally known as WAYF (Where Are You From?). This localization service is used by the SP to localize the user's IDP. The user expresses his will to access a specific service at the SP, hence he triggers the metadata exchange between IDP and SP, if they do not have a technical trust relationship yet established. The localization service then knows both entities and their
communication endpoints. These are the required information for on-demand metadata exchange, also described in [PMH14c], [PMH14a] and [PMH14b], where the state of the art, basic concepts, workflows and database design were explained. As only the necessary metadata is exchanged, this effectively avoids performance bottlenecks and improves the scalability of the metadata exchange.

Young submitted an Internet-Draft (I-D) called Metadata Query Protocol [Yo15]. Another I-D describes the profile for SAML. The metadata can be retrieved by HTTP GET requests, allowing dynamic metadata distribution and therefore this approach solves the problem of huge aggregated metadata files. The TTP can re-use the Metadata Query Protocol in order to let the IDPs and SPs query the metadata on-demand. The metadata is either stored at the TTP or the TTP knows the metadata location at the entity. The authenticated user then triggers the metadata exchange by an extended IDP discovery workflow. The authentication is necessary, in order to avoid inappropriate metadata exchange, e.g., a denial-of-service attack. The user-triggered metadata-exchange is described in the I-D Dynamic Automated Metadata Exchange (DAME) [Pö15]. The I-D does not only specify how the user triggers the metadata exchange, but also the integration workflow. As a result, DAME extends the Metadata Query Protocol.

Federated Attribute Management and Trust Negotiation (FAMTN) by Bhargav-Spantzel et al. [BSSB07] assumes that every SP can act as an IDP. Internal users of FAMTN are supposed to perform negotiations by exploiting their single sign-on (SSO) ID without repeating identity verifications. External users need to declare all their user information during the first communication, in order to receive a temporary user ID. The SSO ID is exploit during further communication, though the stored information could be a target of attacks. It might appear that a SP needs less or more attributes, leading to violations of data minimization or further negotiations between the SP and the user. Furthermore, it is user unfriendly for externals to state all user information in the beginning. The approach Trust Service Provider (TSP) by Jian Jiang et al. [Ji11] requires each entity to register at the central TSP service. The TSP brokers the trust of two entities during runtime. The metadata is downloaded from the TSP and might be stored in the cache of an entity. If a user wants to make use of a service, which is offered by a SP, the SP needs to check his local cache, if he has the metadata of the IDP. If this is not the case, the SP sends a request to the TSP. The IDP is required to send another request, in order to fetch the metadata of the SP. The metadata have version numbers. If the IDP is outside the federation, the SP of the home federation of the IDP can be used as an IDP-Proxy for indirect authentication. This also means that the SP needs to cache the assertion of the home IDP and that each SP needs to run an IDP-Proxy. Additionally, the version number is unnecessarily added to the metadata’s name. The TTP, in contrast, automates the technical integration of new metadata on the SP as well as on the IDP side. In order to integrate these information automatically, an extension of existing software is needed. The extension of the software can automate the manual steps by the information already included into the metadata. This eliminates the manual workload for SP and IDP administrators and avoids waiting time for the end users. This is particularly the case as the metadata can be exchanged across current federations’ boarders.
The TTP is basically a central service to store and retrieve SP and IDP metadata on-demand. The advantages of TTP over the current practical solution and scientific approaches are, e.g.:

- scalable metadata exchange,
- user triggered, on-demand metadata exchange,
- based on standard SAML workflows,
- not involved in authentications and further communication,
- widen the trust boundaries, and
- automates manual workflows.

The proof of concept implementation of the TTP is tailored for SAML, which is the FIM standard in research federations, but it could be adapted to other FIM protocols without changing the core functionality. In the case of the researcher, this means that, as a prerequisite, his IDP and the SPs have registered at the TTP and implemented the extension. When the researcher wants to make use of a new service, he is forwarded to the discovery service running at the TTP. He chooses his IDP, while he automatically triggers the metadata exchange between IDP and SP at the same time. When both have configured a fully automated metadata exchange, the metadata is exchanged on-demand and directly integrated into the local configuration. This heavily reduces the size of the metadata files exchanged and the waiting time for the user, if IDP and SP are not within the same trust boundaries. The TTP is designed as a central service, used by SPs and IDPs, which extends the discovery service. Although the TTP is designed as a central party, it can have different topologies: one global TTP, distributed connected TTPs or one TTP per federation. The topology of the TTP is discussed in the following section and the focus of this paper.

3 Topology of the Trusted Third Party

In order to decide on the topology, the MNM (Munich Network Management) service model is introduced. The MNM service model [Ga01] is a generic model for IT service management, defining service-related terms, concepts and structuring rules. It allows to model specific services for the purpose to analyze needs and demands in regards of an appropriate service management. As it is a generic view, it also gives an overview of the architecture, which can later onwards be used for further analysis. In order to understand and explain the topology, first the basic service model of inter-federated identity management (IFIM) and the central TTP is explained. Afterwards, the service view of a central TTP is used to discuss the topology.
### 3.1 Basic Service Model

The basic service model contains the relevant roles and associations. It distinguishes between customer side, provider side and the side independent service. The customer side consists of the basic roles customer and user, while the role provider is part of the provider side. The provider makes the service available to the customer side, whereas more details about the service are provided by two different views.

#### Fig. 1: Basic Service Model for IFIM

<table>
<thead>
<tr>
<th>Customer Side</th>
<th>Provider Side</th>
<th>Side Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>ATTR Authority</td>
<td>Service Provider</td>
</tr>
<tr>
<td>Identity Provider</td>
<td></td>
<td>Inter-Federation</td>
</tr>
<tr>
<td>Federation Management Tool</td>
<td></td>
<td>Management Tool</td>
</tr>
<tr>
<td>Identity Provider Federation</td>
<td></td>
<td>Service Provider Federation</td>
</tr>
<tr>
<td>ATTR Authority</td>
<td></td>
<td>Service Provider Federation</td>
</tr>
</tbody>
</table>

Fig. 1 shows the basic service model of inter-federations. User and Identity Provider are part of the customer side. An IDP is normally member of a federation, the identity provider federation. Each federation has different tools, like Resource Registry and PEER, to manage the federation, which also means different tools for the entities to upload and download metadata files. An attribute authority (AA) might be part of the identity provider federation. The provider side consists of a service provider, one or more service provider federations and their management tools. If the researcher of our example is part of the CLARIN community, the SP is member of 15 federations, which leads in the worst case to 15 different management tools. Besides the side independent service, independent AAs, the inter-federation and its management tool belong to this neutral side.
In contrast to the basic service model for inter-federated identity management (IFIM), the service model for the TTP reduces the amount of management tools, as shown in Fig. 2. The identity provider federation and the service provider federation use the management tool of the TTP. Each federation might still run an AA. In case of CLARIN, the SP federation of the community joint several federations in order to reach the needed coverage. If they use the TTP, joining several federations is obsolete, as the metadata is exchanged on-demand between IDP and SP. Federations might still exist out of legal requirements, but it is technically not necessary anymore. The TTP is seen as a neutral service, as it should be run by a neutral party and it's neutral to IDP and SP.

### 3.2 Topology described on Service View

The service view contains the functionality of the service, i.e., usage for the role user and management functionality, which is accessed by the role customer. There are two access points, i.e., service access point and customer service management access point, for the customer side to access the usage and management functionality. The customer service management is a concept of a single management interface between customer side and provider side providing a mean to exchange management information. One such information associated to each service is a list of quality of service parameters, which have to be met by the service.
The service view is customized for identity management by the TTP (Fig. 3). As customer service management is relatively unimportant for no-cost web services, it is omitted for better overview. Service client, Identity & Access Management (I&AM) as well as the customer domain are added. The user accesses a service via a service client, which is normally a web browser. The IDP stores user information in a local I&AM. These information are accessed by the FIM software of the IDP. Service client, user, IDP and I&AM are combined to the customer domain, as they belong to one organization.
The service provider on the provider side provides a service implementation, which implements a service access point, e.g., a login page, and provides the usage functionality. The SP also directs the service management implementation, which observes quality of service parameters and realizes the management functionality. The SP utilizes the localization service to locate the user's IDP. The TTP uses the localization service at the same time to exchange the metadata of IDP and SP on-demand. Therefore, the TTP mediates a service agreement. An AA might supply the localization service. Both, IDP and SP, use the TTP to manage their data. If IDP or SP belong to a federation, it might interact with the TTP to manage its members.

Depending on the topology of the TTP, the service view for a global scenario might differ. Possible topologies for the implemented dynamic metadata exchange are:

- A global TTP, where all IDPs and SPs need to register. Fig. 3 already shows this topology.
- Isolated TTPs per federation, where each federation or inter-federation runs an own TTP.
- Distributed TTPs, which communicate in order to enable distributed exchange of metadata.

A global TTP can use the DAME protocol to initiate the metadata exchange, while the metadata exchange itself is done by the Metadata Query Protocol. Monitoring and statistics are easy to manage, as all important data is stored at the global TTP. The topology of the global TTP is rather simple, as you can see in the Fig. 3. On the other hand, a world-wide federation is an utopia [YJ09]. A world-wide used TTP seems like another utopia. It would need a neutral operator and become a bigger target for attacks. As the global TTP is used for all users, IDPs, and SPs around the world, lots of data is collected, which can be miss-used. User profiles can easily be generated and censorship can exclude users, IDPs, and services by the operator of the TTP or a hacker. This can be the case, if, e.g., a government of a country wants to exclude another country or the government of a country wants to observe their people. Last but not least it is possible that the operator of the TTP shuts-down the TTP, stopping all metadata exchanges at once.

The Service Model for isolated TTPs would look similar to a global TTP, besides the fact, that many TTPs exist in parallel with closed trust boundaries. Some IDPs and SPs might be member of several federations. For isolated TTPs per federation, the same positive affects apply as for a global TTP. In contrast, every federation could run a TTP, building up the same boundaries as in the current situation, as there are many TTPs in parallel with closed trust boundaries. From the point of view of our researcher, he would need to use different TTPs for his work. Therefore, his IDP respectively SPs needs to register at all the TTPs, where the user's SPs or IDP are registered. As a result the dynamic of the metadata exchange is decreasing.

The Service Model for distributed TTPs consists of several TTPs, though each IDP and
SP is only registered at one TTP. The TTPs are communicating with each other. Distributed TTPs would need another protocol or an extension of the DAME protocol for this communication. At the same time, it would increase the coverage in comparison to isolated TTPs as there are no closed trust boundaries. The TTPs run by federations or other organizations would communicate and allow the metadata exchange between different TTPs. A distributed TTP is a less interesting target for attacks, user profiling, and censorship than a global TTP. As the data is distributed between several TTPs, it is much harder to collect all the data. Therefore, user profiling is impossible. If, e.g., the government of a country wants to exclude another country, it has to convince all operators.

Given that the topology of isolated TTPs is not as scalable as both other approaches and the disadvantages of a global TTP, the TTP should be distributed.

4 Distributed Dynamic Metadata Exchange

The distributed TTPs can be run by different groups, like federations, projects and commercial sectors. Though the operators of the distributed TTPs do not necessarily need to cooperate besides running these distributed TTPs, it would be advisable to have different inter-organizational processes in place. Inter-organizational security management and service management are two examples, which are already explored by other approaches. It is essential, that all other distributed TTPs are known, since they need to communicate and exchange sensible information. The knowledge about all TTPs is considered in the next subsection. Afterwards, the current DAME protocol is explained, which is then extended in the following subsection.

4.1 Metadata Feed

Discovery services currently use metadata feeds to extract trusted IDPs. The URL of the metadata feed, basically the aggregated metadata file, is added to the local configuration by the operator. This functionality can be used to build a registrar of TTPs by:

- having the operators manually adding the URL of the metadata feed all other TTPs into the local configuration or
- implementing an automated registration for all TTPs, which then generates a feed.

In order to automate the registration, the TTPs need an additional functionality, which contacts automatically the TTP registrar.

As the metadata between IDP and SP is exchanged on-demand via a TTP and then automatically added to the local configuration, the automated, dynamic registration is chosen. If, e.g., the TTP of the national federation of the researcher, the TTP of his VO, and the TTP of another VO (VO2) communicate, the metadata feed would contain these three TTPs. All three TTPs register themselves automatically at the registrar, which then
generates the metadata feed. The researcher would choose his ID P within his federation, while another researcher from VO2 would choose the IDP of his community, when using a service of the researcher's VO. The TTP registrar could be DNSSEC. The Domain Name System (DNS) is used to resolve the name, i.e., internet protocol (IP) address to domain and vice versa. Different DNS server are connected via delegation. DNSSEC is used against Cache Poisoning. The DNS entries are signed in order to detect forgery. The resolver validates the answer with DNSSEC. Incorrect signed entries cannot be resolved and therefore the forgery is detected. TTPs can be registered in such DNSSEC servers. At the same time it protected against specific attacks, the connected TTPs are queried dynamically, and no central authority has control over all entries.

4.2 Dynamic Automated Metadata Exchange

In order to exchange the metadata in a distributed way, the DAME protocol needs to be extended. The workflow is currently as follows:

Step 1: The researcher wants to access a service. Therefore, he requests access.

Step 2: The SP redirects to the extended discovery service.

Step 3: The researcher selects his IDP and triggers the core workflow.

Step 4: The TTP informs the SP about the chosen IDP. The SP sends then an authentication request.

Step 5: The TTP caches the authentication request and sends a new generated authentication request to the IDP.

Step 6: The researcher successfully authenticates at the IDP.

Step 7: The IDP sends the authentication response to the TTP.

Step 8: The TTP triggers the metadata exchange. It is recommended that the IDP starts integrating the metadata.

Step 9: Both entities indicate the status of the integration.

Step 10: When both have successfully integrated the metadata and updated the configuration, the cached authentication request is sent to the IDP.

Step 11: As the user has a valid session, the IDP sends the assertion with the user information to the SP and the SP grants access to the user.

4.3 Distributed Dynamic Automated Metadata Exchange

For the approach of distributed TTPs, the same workflow is applied, if IDP and SP are
registered at the same TTP. If the IDP is registered at TTP1 and the SP is registered at TTP2, the same workflow looks as described below. Both entities have one trusted TTP they definitely know, therefore it is their communication endpoint. The IDP normally communicates with the TTP1, while the SP communicates with the TTP2. The distributed TTPs act similar to proxies in this case. The only exception is the metadata exchange itself. As the metadata request is, according to the Metadata Query Protocol, directly sent to the responder, the TTP with the relevant metadata should trigger the exchange. This means that TTP1 triggers the metadata exchange for the IDP's metadata and the TTP2 triggers the exchange for the SP's metadata.

Step 1: The researcher wants to access a service. Therefore, he requests access.

Step 2: The SP redirects to the extended discovery service of his TTP2.

Step 3: The researcher selects his IDP and triggers the core workflow.

Step 4: The TTP2 informs the SP about the chosen IDP. The SP sends then an authentication request to TTP2. The authentication request is forwarded to TTP1 by the TTP2 by a HTTP Redirect.

Step 5: Both TTPs cache the authentication request and TTP1 sends a new generated authentication request to the IDP. TTP2 sends an internal HTTP Request to TTP1.

Step 6: The researcher successfully authenticates at the IDP.

Step 7: The IDP sends the authentication response to the TTP1, which is forwarded to TTP2 as internal HTTP Response.

Step 8: Both TTPs trigger the metadata exchange. TTP1 triggers the metadata exchange for the SP, while TTP2 triggers the metadata exchange for the IDP. It is recommended that the IDP starts integrating the metadata.

Step 9: Both entities indicate the status of the integration to the TTP, which triggered the metadata exchange. TTP1 sends TTP2 about the status and vice versa. This is done by integration request and response messages.

Step 10: When both have successfully integrated the metadata and updated the configuration, the cached authentication request is sent to the IDP by TTP1. TTP1 forwards the request to the TTP2 by an internal HTTP Request, in order to close the metadata exchange, which is answered by an internal HTTP Response with a status code.

Step 11: As the user has a valid session, the IDP sends the assertion with the user information to the SP and the SP grants access to the user.

The SAML HTTP Redirect Binding and HTTP Requests can be used to forward the message. HTTP Redirect Binding utilizes the user agent to forward a message. The internal HTTP Requests and Responses are suitable for messages without the
involvement of the user. As the distributed DAME is, similar to DAME, only used for the initial metadata exchange, normal SAML workflows can be applied afterwards.

5 Conclusion and Outlook

Distributed TTPs enable dynamic metadata exchange for large-scale infrastructures. The approach facilitates the fully automated technical setup for FIM without the boundaries of federations. The scalability of the metadata exchange is increased in comparison to the pre-exchanged aggregated metadata files. By operating distributed TTPs, the federations still can have control over the registered IDPs and SPs, while improving the situation of the users at the same time.

The researcher’s IDP is registered at the national TTP1, while the SPs of the VO use TTP2. As TTP1 and TTP2 communicate, the metadata is exchanged on-demand between the researcher’s IDP and a new SP of the VO. When the researcher cooperates with another community, which operates TTP3, the same mechanism applies, reducing the waiting time for the researcher.

While a central TTP for dynamic metadata exchange is implemented, deployed and tested, the distributed setup still needs to be implemented. The duration of metadata exchange with a central TTP took on average 3 seconds during our tests. A comparison of the duration of metadata exchange in a central and a distributed environment should be done. Distributed TTPs for dynamic metadata exchange is a technical solution for the problem of scalable metadata exchange. Nevertheless, a LoA framework needs to be in designed, in order to easily compare different LoA schemas and help the entities to determine the trust-worthiness of the other entity. As different federations use different LoA schemas, the schemas do not necessarily overlap nor does typical LoA standards fit, a simple mapping is not always possible. Last but not least, more user-friendly approaches, like User Managed Access, should be regarded and applied.
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Automatic Recognition, Processing and Attacking of Single Sign-On Protocols with Burp Suite

Christian Mainka\textsuperscript{1} Vladislav Mladenov\textsuperscript{2} Tim Guenther\textsuperscript{3} Jörg Schwenk\textsuperscript{4}

\textbf{Abstract:} SAML, Mozilla BrowserID, OpenID, OpenID Connect, Facebook Connect, Microsoft Account, OAuth — today’s web applications are supporting a large set of Single Sign-On (SSO) solutions. Some of them have common properties and behavior, others are completely different. This paper will give an overview of modern SSO protocols. We classify them into two groups and show how to distinguish them from each other. We provide EsPReSSO, an open source BurpSuite plugin that identifies SSO protocols automatically in a browser’s HTTP traffic and helps penetration testers and security auditors to manipulate SSO flows easily.

1 Introduction

Using username/password combinations to authenticate on websites is still dominating the Internet. From the security point of view the management of plethora login credentials is not a trivial task and carries many risks – users tend to use weak and easy to remember passwords or reuse passwords between different sites. Even if password managers are used, attacks are still applicable \cite{Si14,Li14}.

SSO systems simplify login procedures by using an Identity Provider (IdP) to issue authentication tokens which can be consumed by Service Providers (SPs). Thus, instead of managing multiple username/password combinations for each website, a user just needs an account at an IdP which can then be used to log in on an SP.

The importance of SSO has become more important in the recent years, since large companies like Facebook, Google, Microsoft and Salesforce offer different SSO services. For instance, Facebook’s SSO service Facebook Connect allows its users to connect their Facebook account with various applications. More than 7 million applications use this protocol\cite{We}. Additionally, a non-academic overview \cite{Ja13} claims that 87\% of U.S. customers are aware of SSO and more than half have tried it.

Today, there are several different SSO protocols. The most widespread are Kerberos, SAML, OAuth, OpenID, and OpenID Connect. Kerberos is provided in Microsoft’s products like Active Directory Federation Service (ADFS) but rarely used in web applications.
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SAML is a flexible and well standardized protocol offering extensive interoperability features commonly used in enterprise solutions, governmental services and large companies. OAuth, OpenID and OpenID Connect are less complex than SAML and easy to deploy. Thus, these protocols are mostly used for delegated authentication and authorization for websites and mobile devices. In recent years, companies have created and pushed their own SSO protocols: Facebook designed Facebook Connect on top of the OAuth specification. With Microsoft Account, Microsoft also offers an SSO protocol which is based on OAuth. Only Mozilla developed their SSO protocol Mozilla BrowserID from scratch.

In summary, SSO is commonly used in all areas – desktop and web applications, mobile devices, government institutions and enterprise environments. In this focus we mainly concentrate on web applications. Figure 1 depicts a common example of what is called social login on a website. The user can either login using its username and password, or use one of his existing accounts (Microsoft, Facebook, Google, . . . ). The hidden part of the social login is the underlying protocol: The user does not see (because it is not necessary) which exact SSO protocol is used. However, this information is important when it comes to security audits: a security auditor (pentester) needs to know which protocol is used so that he can evaluate its security.

A plethora design flaws and implementation errors in Kerberos [Si01, Sh02], SAML [Ma14, So12], OpenID [WCW12, TT07, SHB12], OAuth [Eg13, YZ14], OpenID Connect [MM15c, MM15b, MM15a], Mozilla BrowserID [FKS14], and Facebook Connect [ZE14] led to critical vulnerabilities.

There exist different approaches to analyze SSO: (1) Via formal analysis the according protocol can be depicted, different threat scenarios can be automatically evaluated and protocol design flaws plus risks can be discovered. Unfortunately, implementation flaws cannot be detected via formal analysis. (2) Many researches concentrate on the analysis of existing implementations. The authors tend to introduce a novel tool, which provides an automated way to provide the security analysis. Unfortunately, such tools are limited to only one SSO protocol or one attacker model. An additional limitation is the extensibility in order to support more attack vectors and the false positive or false negative rates according the discovered flaws.

The limitations mentioned above are relevant for researchers elaborating novel attacks and security penetration testers, evaluating different services. Such analysis requires: (1) Recognition of protocols and relevant messages, (2) automated decoding of messages and security relevant parameters, (3) a flexible approach enabling the manual manipulation of different messages and parameters within the authentication protocol and (4) a set of existing attack vectors, which can be used for attacks.
To cover these limitations, we created a tool EsPReSSO\(^5\) which is able to (1) detect and highlight SSO messages in the browser’s traffic flow (i.e. the SSO token in the HTTP parameters) (2) determine the used SSO protocol. It currently supports all major SSO protocols that are used in modern web applications. (3) Additionally, EsPReSSO detects supported SSO protocols by just loading a website, e.g. a login page. (4) After the recognition of the SSO protocol EsPReSSO facilitates the manipulation of the related messages and automatically decodes and encodes them.

The main challenge tackled by EsPReSSO is the distinction between the different SSO protocols. This task requires an in-depth analysis of all protocols and detailed knowledge of the differences between them. For example, OpenID Connect and Facebook Connect are both based on OAuth and similar. Thus, a simple verification if an OAuth parameter is transmitted will not be able to distinguish between these protocols. Our paper will therefore give a detailed overview of recent SSO protocols and how they can be identified.

**Contributions.** The main contributions of this paper are the following:

- We provide an overview of seven modern SSO protocols. We classify them into *OAuth family* and *other protocols* and show, that the general protocol can be divided into a few generic steps among all those SSO protocols.
- We have created EsPReSSO, an easy to use open source Burpsuite plugin that automatically identifies SSO protocol messages and classifies them, so that security audits of modern web applications can benefit from it.

## 2 Foundations

### 2.1 Single Sign-On

SSO is a concept to login a user on an SP without storing any credentials on the SP. SSO therefore uses an IdP as a trusted third party. The IdP creates an SSO token, sends it back to the user, who passes it to the SP.

A generic description of SSO protocols is depicted in Figure 2. We will give more details on the concrete protocols in section 3. Figure 2 illustrates an abstract and generic protocol flow for modern SSO protocols like OpenID, OpenID Connect, SAML and Facebook Connect.

(1.) The user starts a login request using his user agent (UA) on the SP, for example by submitting his email address (Mozilla BrowserID) or his identifier URL (OpenID, OpenID Connect). (2.) Some SSO protocols then contact the IdP directly (server to server communication). This phase can be used to establish key material which is later used to sign and verify the messages or to determine the endpoint interfaces of the IdP, which will be used. Such an endpoint is for instance the login page at the IdP for the user. (3.) The SP responds to the first message with a token request. This message is then forwarded to the

\(^5\)https://github.com/RUB-NDS/BurpSSOExtension
SP by the user (to be more precise, by his UA.). (4.) The user then authenticates to his IdP, typically by entering his username/password combination. Some protocols and IdPs require further user interaction in order to authorize the access to user’s data like email address, nickname, birthday or gender. This step is often transparent for the User if he is already authenticated on the IdP. (5.) Next, the IdP sends the token response. This message contains all information that is necessary for the SP to identify the user. The message is forwarded to the IdP. (6.) The SP can then optionally contact the IdP again to verify the token response. Depending on the protocol, this is not necessarily (e.g. in SAML), because the token response contains a signature that can be verified.

2.2 Burpsuite

Burpsuite (Burp) is a penetration test tool by Portswigger\(^6\). It is available in a free and a commercial professional version. Burp acts as an intercepting proxy. This way, Burp can be configured on any UA as a proxy to log, intercept, display and modify HTTP traffic. The most commonly used UAs for Burp is a web browser, but it is also possible to configure it for any other application (e.g. Thunderbird, Skype, …). In this paper, we use the free version of Burp. Features of the professional version are not necessary for our research.

Burp is often used by security auditors, researchers and penetration testers for the analysis of different systems. The core functionality of Burp is to intercept and display HTTP messages in a structured manner. Thus, a tester gets a quick overview of the target system, all transmitted messages and parameters. In addition, Burp provides a GUI allowing the full control over all messages - drop, forward, repeat, modify, send later, etc.. Thus, a tester can design different attack scenarios and execute them manually via Burp. The results of the attacks can be seen directly in the UA and analyzed by the tester.

\(^6\)http://portswigger.net/
Simple parameter manipulations are supported by Burp and can be executed manually. However, more complex scenarios like decoding, manipulating and signing messages cannot be started in an automated manner. In addition, manually analyzing each HTTP message can be time consuming and is often not necessary. In order to facilitate more complex scenarios Burp offers extension points, which allow writing custom features for it. Burp extensions can monitor and analyze any HTTP message that is passed through its proxy. Extensions can modify them and create new UI elements to display them.

3 SSO Protocols

This section will give a short overview of existing SSO protocols used in the web and introduces the necessary details used in EsPReSSO to identify them.

3.1 Protocol Classification

EsPReSSO is able to distinguish between seven different SSO protocols. We therefore classified them into two categories as shown in Table 1: (1.) SSO protocols belonging to the OAuth-Family and (2.) other protocols.

<table>
<thead>
<tr>
<th>OAuth-Family</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralized</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Monolithic</td>
<td>Monolithic</td>
</tr>
<tr>
<td>OAuth</td>
<td>Facebook Connect</td>
</tr>
<tr>
<td>OpenID Connect</td>
<td>Microsoft Account</td>
</tr>
<tr>
<td>OpenID</td>
<td>SAML</td>
</tr>
<tr>
<td>Microsoft Account</td>
<td>Mozilla BrowserID</td>
</tr>
</tbody>
</table>

Tab. 1: Overview on existing SSO protocols used in the web and their classification.

The OAuth-Family consists of four different protocols. (1.) OAuth itself [RF] and (2.) OpenID Connect, which is an extension of the original OAuth protocol [Th14]. Both protocols can be used decentralized. By decentralized, we mean, that the protocol is independent of a specific provider. (3.) Facebook Connect [Mo08] and (4.) Microsoft Account [Mi08] in contrast are monolithic, because they relay on the Facebook resp. Microsoft servers. Other protocols are (1.) OpenID [sp07] and (2.) SAML [Or05], which are both decentralized, and Mozilla BrowserID, which is monolithic\(^7\).

3.2 OAuth-Family Protocol Description

The following sections will give a quick overview of protocols of the OAuth family. We do not provide details on how the protocol works, but rather concentrate on the aspects that are necessary to distinguish them from each other. Our results are summarized in Table 2 on Page 124.

\(^7\) Mozilla BrowserID allows one to setup one’s IdP (Primary IdP-feature), but even in this use-case, the protocol contacts the Mozilla server at login.persona.org first.
3.2.1 OAuth

OAuth is an authorization framework that allows delegating access on specific resources to a third party. OAuth itself is not an SSO protocol [Sal14], but since previous research has shown, that developers tend to falsely use it for SSO [Ch14], we decided to add OAuth to the list of supported SSO protocols by EsPReSSO. Taking Figure 2, OAuth follows this protocol flow:

1. The user sends his login request to the SP.8
2. (The OAuth protocol does not use the information gathering phase, because all information on the IdP9 is configured once beforehand.)
3. According to the specification [RF] within the token request the following parameters are required: response_type and client_id. The parameter response_type determines the flow that is going to be used. The most common flows are code and token. Other flows can be found in the specification [RF]. The parameter client_id is a unique string identifying the SP. Further optional parameters, which can be used to identify an OAuth token request are: scope for requesting permissions (e.g. the address-book or the calendar), state and redirect_uri.
4. Then, the user has to authenticate to the IdP and authorize the requested permissions (scope) to the SP.
5. (The IdP generates the token response. If the code flow is used, the token response contains a code parameter. For the token flow, it contains a access_token parameter.)
6. The SP uses the received code or access_token to retrieve information about the user from the IdP and to authenticate him.

3.2.2 OpenID Connect

OpenID Connect is a decentralized SSO protocol by adding an authentication layer to OAuth [Th14]. The general flow is almost identical to OAuth as described in the previous section. Thus, the distinction between OpenID Connect and OAuth is not trivial and requires fine granular comparison.

According the specification a OpenID Connect token request must contain the following parameter: scope, client_id, response_type, redirect_uri. Unfortunately, the parameters are commonly used in OAuth too. Thus, the distinction on this level is not possible. However, in OpenID Connect the token request must contain the value openid in the scope parameter. Additionally, the token request can contain the parameter nonce, which is required within the token flow. Based on these characteristics the token request can be recognized.

The recognition of OpenID Connect token responses is more complicated and requires more detailed distinction. Within the token flow an additional parameter id_token will be sent by the IdP to the SP. The id_token is used only in OpenID Connect and provides information about the authenticated user. Thus, the identification of the token response is simple.

---

8 In the context of OAuth, the user is commonly referred to as the Resource Owner and the SP as the Client. To simplify the description and to unify all SSO protocol, we strictly use user/SP naming.
9 Again, we use the term IdP instead of the OAuth term Authorization Server. We also use the term IdP for the Resource Server.
The OpenID Connect token response within the code flow is identical to the OAuth flow. The only way to provide the distinction is to check the according token request sent before and bind both messages. This binding can be done by using parameters like client_id, state and redirect_uri, which are sent in the token request and token response.

3.2.3 Facebook Connect

Facebook Connect is a monolithic SSO protocol. It is based on OAuth and uses the same protocol flow as described in subsubsection 3.2.1.

The token request within the Facebook Connect protocol can be recognized by the following characteristics:

- The scope parameter can contain the value signed_request.
- In addition to the required OAuth parameters within a token request, the following parameters are sent: domain, origin, sdk, app_id.

Identical to OpenID Connect, the recognition of the token response is not trivial. Within the token flow, the parameter signed_request can be used. The value of this parameter is a JSON Web Token (JWT) containing information about the authenticated user. Similar to OpenID Connect the binding between the token request and token response via parameters like client_id, state, redirect_uri can be used.

Since Facebook Connect is monolithic, calling the public known SSO endpoints of Facebook’s API can be used to identify the flow, for instance https://graph.facebook.com.

3.2.4 Microsoft Account

Microsoft Account is monolithic SSO protocol. It is based on OAuth and uses the same protocol flow as described in subsubsection 3.2.1. Microsoft Account token request can be easily detected by observing the scope parameter, which contains one of the following values: wl.basic, wl.offline_access, wl.signin.

Identical to OpenID Connect, the recognition of the token response is not trivial. Within the token flow, the parameter authentication_token can be used. The value of this parameter is a JWT containing information about the authenticated user. Similar to OpenID Connect the binding between the token request and token response via parameters like client_id, state, redirect_uri can be used.

Since Microsoft Account is monolithic, calling the public known SSO endpoints of Microsoft can be used to identify the flow, for instance https://login.live.com/oauth20_authorize.srf.
<table>
<thead>
<tr>
<th>Protocol</th>
<th>Message Type</th>
<th>Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td>OAuth</td>
<td>Token Request</td>
<td>Parameter: response_type</td>
</tr>
<tr>
<td></td>
<td>Token Response</td>
<td>Parameter: code OR access_token</td>
</tr>
<tr>
<td>OpenID Connect</td>
<td>Token Request</td>
<td>Parameter: scope contains openid, nonce</td>
</tr>
<tr>
<td></td>
<td>Token Response</td>
<td>Parameter: id_token</td>
</tr>
<tr>
<td>Facebook Connect</td>
<td>Token Request</td>
<td>Parameter: domain, origin, sdk, app_id, scope contains signed_request</td>
</tr>
<tr>
<td></td>
<td>Token Response</td>
<td>Parameter: signed_request, domain, origin, sdk, app_id</td>
</tr>
<tr>
<td></td>
<td>URL</td>
<td><a href="http://static.ak.facebook.com/connect/xd_arbiter">http://static.ak.facebook.com/connect/xd_arbiter</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="https://graph.facebook.com">https://graph.facebook.com</a></td>
</tr>
<tr>
<td>Microsoft Account</td>
<td>Token Request</td>
<td>Parameter: scope contains wl.basic, wl.offline_access or wl.signin</td>
</tr>
<tr>
<td></td>
<td>Token Response</td>
<td>Parameter: authentication_token</td>
</tr>
<tr>
<td></td>
<td>URL</td>
<td><a href="https://login.live.com/oauth20_authorize.srf">https://login.live.com/oauth20_authorize.srf</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="https://apis.live.net">https://apis.live.net</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="https://www.contoso.com/callback.htm">https://www.contoso.com/callback.htm</a></td>
</tr>
</tbody>
</table>

Tab. 2: OAuth-Family message recognition and distinction

3.3 Other SSO Protocols

In the following sections, we describe SSO protocols that are not based on OAuth. We again focus on the properties which are important to identify the protocol rather than giving a complete protocol description.

3.3.1 SAML

SAML is a decentralized SSO protocol that uses XML to describe the security token. In the SAML protocol flow, there is commonly no interaction between the SP and the IdP \(^{10}\), so Steps (2.) and (6.) in Figure 2 are skipped. The protocol flow is as follows: (1.) The user submits his login request to the SP. (3.) The SP generates the token request which contains a parameter SAMLRequest. The value of the parameter is basically XML and contains information on the to be used IdP (e.g. its URL). It is compressed using the deflate algorithm [De96] (optional), then encoded using Base64 [Jo06] followed by an URL-encoding [BLFM05]. (6.) The IdP generates the token response. This is again XML that is encoded using Base64 and optionally using URL-encoding. The result is stored in a parameter named SAMLResponse.

\(^{10}\) An exception to this is the SAML Artifact Binding [Ort05, Section 4.1.3]
3.3.2 OpenID

OpenID is a decentralized SSO protocol, but in contrast to, for example, SAML, it is open for dynamically using an IdP without any pre-configuration. By this means, anyone owning an OpenID can submit his identifier, which is an URL, to an SP in Step (1.) as shown in Figure 2. The SP will then discover the IdP in Step (2.) . He browses the URL and retrieves in this way the URL of the IdP. (3.) Next, the SP generates the token request and sends it back to the user. OpenID messages are easy to distinguish from other SSO protocols, since relevant all parameters start with openid.*. Message (3.) can be identified by the parameter openid.mode=checkid_setup. Authentication to the IdP is provided as usual in Step (4.) . The IdP then generates the token response in Step (5.) . This message can be identified due to the presence of a signature with parameter openid.sig. (6.) The SP can optionally send the token response to the IdP and sets openid.mode=check_authentication or he can choose to verify the signature on its own.

3.3.3 Mozilla BrowserID

Mozilla BrowserID is a monolithic SSO protocol developed by Mozilla and using Mozilla’s server as an IdP during the authentication process. Interestingly, in Mozilla BrowserID using arbitrary IdPs is possible. However, Mozilla’s SSO API is always called within the protocol flow.

The recognition of Mozilla BrowserID is possible by the detection of the HTTP parameter assertion containing information about the authenticated user within a JWT and a cookie named browserid_state. In addition, a JSON message containing key material can be used for the detection. The following parameters occurs within the message: pubkey, p, q, g, algorithm, duration and email.

4 EsPReSSO

This section provides a closer look on the design our Burp extension EsPReSSO.

4.1 Idea and Motivation

The Burp Extension for Processing and Recognition of Single Sign-On Protocols (EsPReSSO), simplifies the analysis of SSO protocol flows. During our manual analysis of SSO, we often meet the problem to do the same repetitive work over and over again to determine the used protocol. To speed up the identification and to help inexperienced penetration testers, we decided to develop EsPReSSO.

Its simple idea is to have an automatic scanning utility that passively inspects a browser’s traffic by scanning HTTP parameters and keywords. In the background the analyzing algorithm processes checks on the messages. If specific keywords and parameter-value pairs
occur, the request/response is highlighted and marked as the recognized protocol. Additional we recognize SSO login possibilities by searching HTTP body responses, to track entry points for further research.

4.2 Design

![Diagram of scanner setup]

EsPReSSO’s core functionality is its scanning engine and the presentation of the results. One of our design goals is to stick as close as possible to Burp’s user experience. By this means, we used existing structures like the logging mechanisms, the proxy history and its entries.

4.2.1 Scanner

The scanner carries out the detection of the SSO protocols according the described characteristics in section 3. Initially, the scanner uses Burp’s interfaces and automatically receives all incoming traffic. Consequentially, it analyzes every loaded website for SSO login possibilities. Simultaneously, it scans the HTTP parameter and detects a SSO authentication process and the according SSO protocol.
The first submodule checks for the possibility to login with a specific SSO module, for example OpenID or Facebook Connect. This is implemented by searching the HTTP response messages through regular expressions for specific key words.

The second submodule inspects the HTTP traffic for specific properties that identify SSO protocols. It therefore searches successively for characteristics that are unique in each SSO protocol (cf. section 3). Please note the order of the given SSO modules, because distinguishing between protocols which partly base on the same protocol is difficult. OAuth is part of the protocols OpenID Connect, Microsoft Account, and Facebook Connect, therefore we check these protocols first.

In addition, the scanner collects all collected information about the recognized SSO protocols, which allows the analysis afterwards.

4.2.2 Visualizer

Once SSO relevant parameters are detected, they have to be visualized. The Visualizer carries out this task by handling and filtering the collected data, converting the informations in human readable format (e.g. Base64-decoding or inflating) and calling different Burp APIs to display the results.

In detail, the Visualizer includes the following features:

- **Burp History** Burp provides a history tab containing all intercepted messages. Thus, security auditors get an overview of the entire communication and can statically analyze the intercepted data. The Visualizer facilitates the evaluation process by highlighting the SSO relevant messages and by providing additional information about the recognized protocol.

- **SSO History** A new Burp history window displays recognized protocols with additional data, for example, the used token and the protocol name. In comparison to the SSO History window, only SSO relevant messages will be displayed. The Visualizer provides more information about the messages, for example, the relation to other messages and the decoded content.

- **Follow SSO Flow** By right clicking on a SSO History item a new tab is dynamically attached to the view with the complete protocol flow of the entry. Token requests and responses will be assigned to each other, which facilitates the analysis of the entire protocol.

- **JSON Tab** By analyzing the MIME-type of the HTTP messages, the Visualizer detects JSON messages and displays them. This feature is often used in OAuth to transmit data to the SP.

- **JWT Tab** Protocols that are known to make use of JSON Web Tokens (JWT) get automatically a new tab to view the decoded JWT.

- **SAMLResponse/Request Tab** Extra tab that displays the fully decoded and deflated SAML Request/Response messages.

11 This feature is inspired by Wireshark’s follow TCP stream feature
All new tabs come with syntax highlighting\textsuperscript{12}.

\subsection*{4.2.3 Manipulator}

Security auditors often have to manipulate HTTP messages in order to simulate different attacks. Thus, in addition to the visualization of the protocols, EsPReSSO offers the possibility to modify the content of the messages.

In order to process the manipulations, the Manipulator offers the following features:

- Editable area containing all relevant parameters and enabling the modifications.
- Modifications will be detected and the old content will be replaced. The flexible architecture of EsPReSSO allows the manual or semi-automatic execution of modifications by choosing an attack vector from a predefined set of attacks.
- Data, which is transformed in a human readable format, will be transformed back to the original format. For instance, SAML tokens will be automatically decoded and — if necessary — deflated.

\section*{5 Related Work}

\textbf{SSO Security Tools.} In 2013, Bai et al. [Ba13] have proposed AuthScan, a framework to extract the authentication protocol specifications automatically from implementations. The authors concentrated on Man-in-the-Middle (MiM) attacks, Replay attacks and Guessable tokens. More complex attacks like token manipulations were not considered. In the same year, Wang et al. [Xi13] developed a tool named InteGuard detecting the invariance in the communication between the client and SP to prevent logical flaws in the latter one. Another tool similar to InteGuard is BLOCK [LX11]. Both tools can detect and mitigate attacks, but cannot be used for penetration testing of existing implementations and manipulating the traffic. Zhou et al. [YZ14] published on USENIX'14 a fully automated tool named SSOScan for analyzing the security of OAuth implementations and described five attacks, which can be automatically tested by the tool. Further SSO protocols are not considered. In 2014, Mainka et al. [MM15d] published a fully automated tool acting as a malicious IdP for analyzing the security of OpenID implementations and described two novel attacks.

\textbf{SSO extensions.} In 2015 an extension called “SAMLyze” was published at Black Hat [Ba15]. Its goal is to pentest SAML SPs fast and easy against XXE, DTDs and to perform automatically a variety of SAML validations. In 2015 another extension analyzing SAML SPs was published [Bi15]. It contains two core functionalities: Manipulating SAML Messages and manage X.509 certificates.

However, both extensions concentrate on SAML but to not consider further SSO protocols.

\textsuperscript{12} We use RSyntaxTextArea: \url{http://sourceforge.net/projects/rsyntaxtextarea/}
6 Conclusion and Future Work

EsPReSSO is the initial approach to create a tool capable to analyze different SSO protocols according their characteristics, to display all relevant parameters in a human readable format, and to manipulate the intercepted data in order to simulate different attacks. Thus, EsPReSSO facilitates the security analysis of SSO protocols.

EsPReSSO contains three different modules: Scanner, Visualizer and Manipulator. Each of these components can be easily extended. Thus, the detection of further protocols, further features regarding the depiction of the messages and manipulation possibilities can be added.

To the best of our knowledge, EsPReSSO is the first tool capable to detect, display and modify multiple different SSO protocols at the same time.

In future, EsPReSSO’s functionality will be tested on a large set of websites and if needed modifications approving the detection will be implemented. Another issue is the enlargement of the available attacking set by considering attacks like XML Signature Wrapping (XSW) or attacks on JWTs.
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Abstract: This in-progress paper will discuss the importance of evaluation methods in complex large scale projects, specifically those regarding identity management systems and electronic Identities (eIDs). It will depict the advantages of using a Design Science methodological framework approach and show how the EU project FutureID has utilized this methodology to bring multiple disciplines perspectives together in a harmonized evaluation.
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1 Introduction

A common problem found in many technology-based research projects, specifically in information security, is the sole focus only on the technological aspects. These solutions address mainly issues, such as, security, privacy and reliability [ZR12]. They fail to elicit and consider other requirements such as business and usability requirements. As a result, this approach often veers away from user’s needs, markets, and economic contexts. Consequently, there have been multiple security and privacy technologies, which have been designed in a way that often results in market failures; such as, electronic signatures [Ro06] or web anonymity services [FFSS02]. Another strong point mentioned by [ZR12], is that the assumption concluding a technologies market success is solely reliant on their technological sophistication is not satisfactory. When reducing the effort put forth into creating a well-designed business model for the market, it often leads to important factors either not being addressed or not initiated to the best of its capabilities. For example, [GORR04] mentions how technologies often fail to address the user’s needs and requirements appropriately with respect to usability and accessibility for both individuals and organizations. In addition, the classical initiation of a technology base project is having the evaluation of the project results being based on a sole evaluation of the pilots. Furthermore, the evaluation results of the pilots are often assumed to be an accurate implication or even forecast on how it would perform in a real market scenario. When including a wider range of disciplines within an evaluation, it becomes quickly apparent that this approach is no longer viable to serve as a well-rounded evaluation for a large complex research project. The FutureID project has taken an alternative approach to address these concerns and challenges. FutureID is a large scale EU project that
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strives to build a comprehensive, flexible, privacy-aware and ubiquitously usable identity management infrastructure for Europe. Following a viable security approach [ZR12], FutureID considers the interests of all the stakeholders involved in the eID ecosystem to facilitate economic conditions for wide take-up of its results. It combines experts from seven different disciplines that each provided a requirement analysis for three defined artifacts of the project which depict three levels of the project as a whole. These requirements were considered during the design of the artifacts and serve as a basis for the evaluation approach. As a result the project needed to address these needs with a rigorous, flexible, and comprehensive evaluation method. To put into perspective of importance, FutureID’s pilots only show a subset of what the results of this project has to offer, specifically in its reference architecture and the implementation. Further, the Design Science Approach is the process decided to address this task. This research in progress paper focuses mainly on the Design Science Evaluation method, specifically how this was addressed in FutureID. The rest of this paper is organized as follows; section two will include the challenges faced, section three goes into detail on the methodology, section four expands on the FutureID approach, section five serves as a discussion and limitations section, and lastly section six is a conclusion.

2 Challenges

Including a variety of disciplines naturally leads to a more complex evaluation. The disciplines included in the FutureID evaluation are Socio-economic, Security, Legal, Privacy, Usability, Accessibility, and Technical. With that, FutureID has faced many challenges in initiating a comprehensive evaluation its artifacts. First, FutureID is a large project that includes 19 different partners from 11 different EU countries. Having such a diverse consortium in many different ways, often leads to challenges regarding harmonizing and compromising all perspectives to create artifacts that are comprehensive and flexible. Second, FutureID aims at having a flexible Reference Architecture, however with that it increases difficulties in initiating an evaluation method that can be just as flexible. For instance, the Reference Architecture evolved throughout the duration and evaluation process of the project due to the increasing needs of requirements from the different disciplines, going beyond what was originally proposed in the project plan. As a result it was not possible to implement all of the new features defined in the Reference Architecture, due to the limited amount of available resources. Further, due to the flexibility of the architecture many different configurations and different forms of deployment are possible, which of course makes an evaluation even more challenging. While FutureID is capable of supporting many different use and business cases, the two pilot applications only focus on two exemplary use cases. One pilot provides Citizen Services in the e-health domain and the other one focuses on e-Learning Services for Enterprises. As a result these pilots are not capable to showcase all of the possibilities. With this conclusive set of challenges, FutureID faced the largest challenge of finding and applying an evaluation approach that would fulfill its comprehensive and flexible needs.
3 Methodology

FutureID uses the Design Science research approach as they are presenting three novel artifacts and a suitable evaluation that address the artifact’s appropriateness to contribute to the problems’ solution [NCP91] [ZRMS11]. Design Science research is a set of analytical techniques and perspectives that was originally designed for Information Systems. Design Science’s achieves knowledge and understanding of a problem domain by building and application of a designed artifact [MMG02] [HMPR04]. The artifact is created to be used as a tool to better understand the problem and to re-evaluate the problem to improve the quality of the design process and to be able to start the process over again [MMG02]. The overall goal of this approach is to create a design process that is a sequence of expert activities that produces an innovative product [WSE09].

Referring to Figure 1, the Design Science research model satisfies two cases; the business needs (relevance) and the knowledge base (rigor). The knowledge base feeds on creating applicable knowledge that will be able to be used to better an artifact that is used in different real world situations. The knowledge base’s objective is to be rigorous in a way that the research built upon existing knowledge and then it further contributes as applicable knowledge to an artifact or theory. After it is applied, then it assists in assessment and refinement to further justify and evaluate in a more scientific manner. The knowledge resulting from this process is added to the knowledge base. Simultaneously, the environment side serves more the business-needs assessment of the model. Its goal is to apply the artifact or theory in a relevant way and real world situations. In the Design Science Research model, business needs are assessed and evaluated in consideration of organizational strategies, structures, cultures and already existing business processes [HMPR04]. Furthermore, business needs go through the same process as the knowledge base did, as it is further assessed and refined to justify and evaluate the artifact or theory. The difference with the Environment side is that afterwards it the result is applied in an appropriate environment and then what is learned is returned to the Environment side. This model shows how these two processes work simultaneously and perpetually together to continuously make a method or artifact stronger and more comprehensive. Furthermore, the Design Science Evaluation methods, which are shown in Table 2, are divided into five broad categories; observational, analytical, experimental, testing, and descriptive. These categories cover a wide variety of evaluation methods; such as, case studies, dynamic analysis, simulation, functional testing, or informed argumentation. Each evaluation method shouldn’t be considered or weighed at the same consistency as an informed argument is not as credible or reliable as a field study. An advantage to the Design Science evaluation method is that these five categories are flexible enough to be applied in many different disciplines despite the range of different techniques. These methods can be applied to a wide variety of research fields whether it’s in law or in a more technical field. The Design Science evaluation methods are flexible, but organized. This provides a strong argument to how one can organize a variety of interdisciplinary evaluation methods. Overall, Design Science has a strong and comprehensive research model, dependable guidelines, and wide spread evaluation methods. In the FutureID project, we have 7 discipline teams of experts, who
follow this approach and apply their own evaluation techniques within the realm of the Design Science Evaluation Methods. As a result of this application, each discipline creates a list of requirements that each artifact would have to fulfill. This results in a basis from a Design Science Methodology framework for the interdisciplinary evaluation of the main artifacts of the FutureID project.

Fig. 1: Design Science Research Model [HMPR04]

<table>
<thead>
<tr>
<th>Observational</th>
<th>Case Study: Study artifact in depth and business environment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Field Study: Monitor use of artifact in multiple projects</td>
</tr>
<tr>
<td>Analytical</td>
<td>Static Analysis: Examine structure of artifact for static qualities (e.g. complexity)</td>
</tr>
<tr>
<td></td>
<td>Architecture Analysis: Study fit of artifact into technical IS architecture</td>
</tr>
<tr>
<td></td>
<td>Optimization: Demonstrate inherent optimal properties of artifact or provide optimality bounds on artifact</td>
</tr>
<tr>
<td></td>
<td>Dynamic Analysis: Study artifact in use for dynamic qualities (e.g. performance)</td>
</tr>
<tr>
<td>Experimental</td>
<td>Controlled Experiment: Study artifact in use for dynamic qualities (e.g. usability)</td>
</tr>
<tr>
<td></td>
<td>Simulation: Execute artifact with artificial data</td>
</tr>
<tr>
<td>Testing</td>
<td>Functional (Black Box) Testing: Execute artifact interfaces to discover failures and identify defects</td>
</tr>
<tr>
<td></td>
<td>Structural (White Box) Testing: Preform coverage testing of some metric (e.g. execution paths) in the artifact implementation</td>
</tr>
<tr>
<td>Descriptive</td>
<td>Informed Argument: Use information from the knowledge base(e.g. relevant research) to build a convincing argument for the artifacts utility</td>
</tr>
<tr>
<td></td>
<td>Scenarios: Construct detailed scenarios around the artifact to demonstrate its utility</td>
</tr>
</tbody>
</table>

Tab. 2: Design Science Evaluation Methods [HMPR04]
4 FutureID Approach

FutureID has dedicated a significant effort to evaluate its results in a rigorous manner (e.g. Test beds for the Pilots, Evaluation WP). To provide an overhead of results, FutureID has dedicated part of the Sub-Project Transfer tasks to Consolidation and Evaluation. The work packages dedicated to these tasks present the ‘big picture’ of the major results for the entire large-scale project of FutureID. The consolidated view forms the basis to give a systematic evaluation. The FutureID Evaluation approach using a Design Science Methodology framework has been a valuable tool in organizing and harmonizing multiple disciplinary evaluation approaches.

To provide a closer look, FutureID has simplified its evaluation process into three easy steps. First, they identify each of the Artifacts, which in their case are two pilots, a reference architecture, and implementation. Second, they clarify where each interdisciplinary team considers the artifacts and develop requirements regarding their disciplinary. This step is ranked regarding importance and is utilized by using the Evaluation Wiki Tool. Lastly, they Re-evaluate, which is when each requirement identified will be reevaluated on whether they should be really implemented or initiated in each artifact. Of course, with the complexity of some of the artifacts a noble evaluation could not be sufficiently executed with just this process, therefore, FutureID has used extra evaluation steps to properly consider specific needs of some of the artifacts. For example, they have used testbeds in grasping a better outlook of the pilots. The Evaluation Wiki tool is a quality control mechanism that has been used for the core evaluation of FutureIDs results. It has a variety of different beneficial functions that lead to a practical and more optimal evaluation method. On the practical side, it presents an easy to read and adjust, while still being a comprehensive solution for documentation of the evaluation requirements needed for each artifact. Each artifact can be sub categorized into viewing each of the importance levels of requirements (must, should, may, all) on the main page of the tool. It classifies each requirement, from which interdisciplinary team it’s from, comment section, and its rank of importance. While collaborating with multiple disciplines, harmonizing and consolidating a wide spectrum of requirements proved to have some difficulties and major conflicts. In order to resolve this problem, FutureID included another addition to the Evaluation Wiki tool and to the Evaluation work package. The additions was an added deliverable that focused on the clarification of which requirements are either similar to, relates to, or conflicts with other requirements. This is a necessary task that all large scale interdisciplinary projects should have in harmonizing requirements in evaluations. This task helped provide insight on how all of the requirements can cooperate and be applied all together. In addition to these processes, the testbed has proven to be a great technical method in testing the implementation and pilot applications. It is built of three different levels of testing: unit testing, integration testing, and system testing. The implementation artifact is tested using the unit, integration, and system testing. While, the pilots are tested on only the system level testing, the form of evaluation methods between different artifacts obviously varies. However, the Design Science Evaluation methods are broad enough to cover a wide range of techniques.
First Results and Limitations

As FutureID is an ongoing project, this section will elaborate on first results in FutureID and limitations. Until now, the requirements have been formed and harmonized for the evaluation of all of the FutureID artifacts. The advantages could be seen as premature, but as the Design Science Methodology framework has provided mostly positive feedback in research, the outcomes are promising. Overall, this could be seen as one of the main limitations presented in this in-progress paper and application, even though until now there has been promising first results. Continuing, FutureID has already gain first results on the Reference Architecture, which has provided encouraging results. As a way of evaluation, each discipline represented in FutureID established requirements that should be met for each artifact. The Reference Architecture passed all of the requirements in all ‘must, may, should’ categories regarding the Socio-Economic Requirements. Regarding the Technical Requirements, it also passed 92 % of the ‘must, may, should’ categories for both the Reference Architecture and the Implementation artifacts. Overall, most of the disciplines displayed similar positive remarks regarding the application of requirements. Even though FutureID is currently in the stage of concluding the evaluation of both the Implementation artifact and the Pilots, it can be foreseen that similar positive results are also to emerge.

Conclusion

This research in-progress paper discussed the need for technical projects to focus on multiple disciplines in order to be more inviting to the market. Further, the paper takes a practical focus and goes into detail how the project FutureID has applied a Design Science Evaluation approach to better evaluate, re-evaluate, and harmonize the needs and demands of different disciplines and different perspectives. As the project and this paper are still in progress, only first results were able to be presented. However, FutureID will be concluding its work by fall of 2015, where larger results of this inter-disciplinary evaluation application can be seen and interpreted.
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Innovative Building Blocks for Versatile Authentication within the SkIDentity Service
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Abstract: Accepting arbitrary electronic identity cards (eIDs) and similar authenticators in cloud and web applications has been a challenging task. Thanks to the multiply awarded "SkIDentity Service" this has changed recently. This versatile authentication infrastructure combines open technologies, international eID standards and latest research results with respect to trusted cloud computing in order to offer electronic identification and strong authentication in form of a trustworthy, simple to use and cost efficient cloud computing service, which supports various European eIDs as well as alternative authenticators proposed by the FIDO Alliance for example. The present contribution exposes innovative and patent pending building blocks of the SkIDentity Service: (1) The "Identity Broker", which eases the integration of authentication, authorization, federation and application services and in particular allows to derive secure credentials from conventional eID cards, which can be transferred to mobile devices for example. (2) The "Universal Authentication Service" (UAS), which allows to execute arbitrary authentication protocols, which are specified by the recently introduced "Authentication Protocol Specification" (APS) language, (3) the "Cloud Connector" which eases the integration of federation protocols into web applications and last but not least (4) the "SkIDentity Self-Service Portal", which makes it extremely easy for Service Providers to configure the necessary parameters in order to connect with the SkIDentity Service and use strong authentication in their individual applications.

1 Introduction

As the inherent weaknesses of password-based authentication [Ne94, IWS04] are about to become obvious in practice (see [Fe14a, Fe14b, CN14] for example) there seems to be a trend towards implementing strong authentication for web-based applications [Go11, Am13b, Mi13, Li13, FI] using a variety of protocols and authentication means. While supporting versatile authentication technologies certainly promotes the diffusion and adoption in practice [HRZ10], it also imposes the new challenge how to integrate and handle the large variety of involved technologies in an efficient manner. A basic strategy for handling this kind of complexity is to introduce appropriate interfaces, which allow to decouple certain services and modules, which can be developed, maintained and integrated in an independent manner. On a macro scale this approach has lead to the versatile authentication infrastructure designed and developed within the SkIDentity project, which has been supported by the German government within the "Trusted Cloud"² programme (see Section 2

¹ ecsec GmbH, Sudetenstraße 16, 96247 Michelau, Germany, {firstname.secondname}@ecsec.de
² See http://trusted-cloud.de.

This work was partly supported by the German Federal Ministry of Economics and Energy (BMWi) within the Trusted Cloud project SkIDentity (01MD11025A) (see https://skidentity.com) and the European Union within the 7th FP project FutureID (ICT-318424) (see https://futureid.eu).
and especially Figure 1) and on a micro scale to the highly modular and extensible Open eCard App (see [Wi13]), which allows to support arbitrary smart cards and authentication protocols in an efficient manner.

Against this background we will go one step further here and expose some innovative and patent pending building blocks of this versatile authentication system in Section 3:

1. The "Identity Broker" (see Section 3.1), which allows to integrate arbitrary services for authentication, authorization and federation and in particular allows to derive secure credentials from conventional eID cards, which can be transferred to mobile devices for example.

2. The "Universal Authentication Service" (UAS) (see Section 3.2), which allows to execute arbitrary authentication protocols, which are specified by the recently introduced "Authentication Protocol Specification" (APS) language [AM13a, AM15].

3. The "Cloud Connector" (see Section 3.3) which eases the integration of federation protocols into web applications and last but not least (4) the "SkIDentity Self-Service Portal" (see Section 3.4), which makes it extremely easy for Service Providers to configure the necessary parameters in order to integrate with the SkIDentity Service in order to use strong authentication. Section 4 summarizes the main aspects of the present contribution and provides an outlook towards future developments.

2 Overview of the SkIDentity system

The main contribution of the present paper is to expose some innovative and patent pending building blocks of the SkIDentity system as outlined in [Sk12] and Figure 1. For this purpose we start by briefly recalling the main aspects of the SkIDentity Reference Architecture.

The SkIDentity system is depicted in Figure 1 and builds upon the concept of Federated Identity Management as explained in [MR08, HRZ10, Ca05a]. It refines the classical components "Client", "Service Provider" and "Identity Provider" in order to support arbitrary authentication mechanisms, eID-tokens, credential technologies and federation protocols.

There are components at the Client, the Service Provider and within the SkIDentity Service.

2.1 System Components at the Client

The system of the User (Client) comprises the User Agent (UA), which can be realised by an arbitrary browser, and an appropriate eCard-App (eCA), such as the Open eCard App [Hu12, Wi13], which enables the User to authenticate at an Authentication Service (AS) using some Credential. Due to the modular architecture based on ISO/IEC 24727 [IS08] it is easy to support various smart cards and authentication protocols. Using the add-on framework introduced in [Wi13] it is also easy to add application-specific logic3, which can be accessed via corresponding interfaces.

3 See [Ka13] for an example.
2.2 System Components at the Service Provider

The system of the Service Provider (SP) comprises the Cloud Application (CA) and an appropriate Cloud Connector (CC) (see Section 3.3), which allows to communicate with an appropriate Federation Service (FS) in the SkIDentity Infrastructure using an appropriate federation protocol such as SAML [Ca05a], OpenID [Op] or OAuth [HL10, Ha12, HJ12] for example.

2.3 SkIDentity Service

Within the SkIDentity Service there are various Federation Services (FS) and a variety of Authentication Services (AS), which are connected via the Identity Broker (IdB) (see Section 3.1). The Identity Broker acts as information intermediary and provides the different eID-Services in a bundled and rehashed way. This offers the possibility to use the different services and tokens (electronic identity cards, electronic health cards, health professional cards, bank and signature cards, company ID tokens and last but not least FIDO’s U2F token [FI]) with an easy and consistent interface for the secure authentication in cloud based applications.

3 Innovative Building Blocks of the SkIDentity Service

This section exposes innovative and patent pending building blocks of the SkIDentity Service. The "Identity Broker" is discussed in Section 3.1, the "Universal Authentication Ser-
vice" is subject of Section 3.2, the "Cloud Connector" is subject of Section 3.3 and the "SkIDentity Self-Service Portal" finally is introduced in Section 3.4.

![Fig. 2: Identity Selector within the Identity Broker](image)

### 3.1 Identity Broker

As depicted in Figure 1 the Identity Broker (IdB) is the central component within the SkIDentity Service, which receives authentication requests from some FS and forwards this request to an appropriate AS. This service performs the authentication of the User and returns the result to the IdB, which will return the received data to the calling FS. The selection of the AS is performed based on (1) the authentication options acceptable by the Service Provider, (2) the technical capabilities of the Client (e.g. whether an eID client software is present or not) and finally (3) the credential selected by the User among the possible options as depicted in Figure 2. Based on this information the IdB is able to determine a suitable AS, which will perform the authentication of the User.

The set of acceptable authentication options and requested attributes is specified by the Service Provider using the SkIDentity Self-Service Portal (see Section 3.4), which translates the choices to corresponding XML-based SAML Metadata structures, as outlined in [HTW14].
The IdB may not only act as a dispatcher, which simply forwards messages to some AS, but the IdB may also initiate the derivation of a cryptographically protected credential from a conventional eID card. Such a "Cloud Identity" can be securely stored on the User’s system, transferred to another device of the User (e.g. his personal smart phone) and it may be bound to an additional cryptographic hardware token, in order to enhance security. A Cloud Identity may be seen as a cryptographically secured copy of an original eID, which may substitute a real eID in various online scenarios, while supporting a high level of usability. As a Cloud Identity can be transferred to arbitrary smart phones, this approach turns SkIDentity into a "Mobile eID as a Service" platform.

3.2 Universal Authentication Service

The Universal Authentication Service (UAS) is a specifically powerful Authentication Service, which has been developed within the FutureID project and which makes it easy to support arbitrary authentication protocols.

As the existing eID cards, eHealth cards, and eSign cards already support a large variety of different authentication protocols and it is expected that future authentication tokens will support other credentials and authentication protocols, it would be close to impossible to implement all required protocols using a conventional approach, because this would require a specialized program module for each authentication protocol.

In order to solve this problem, protocols are described in the Authentication Protocol Specification (APS) language [AM13a, AM15]. The APS descriptions of the authentication protocols in turn refer to appropriate Basic Services, such as cryptographic primitives or smart card commands according to ISO/IEC 7816 [IS]. As the different authentication protocols are all composed of a rather limited set of Basic Services, the problem of supporting arbitrary authentication protocols is reduced to providing this limited set of basic functionality and providing appropriate APS descriptions for the different authentication protocols.

Another advantage of specifying authentication protocols in the APS language is that the APS language is directly supported by state of the art formal protocol analysis tools, such as OFMC [MV09], that can be used to prove security properties of the authentication protocols.

The core component of the UAS is the Job Execution Environment (JEE) (see Section 3.2.2), which runs authentication protocols specified in the APS language. This makes it possible to support arbitrary protocols in a very efficient manner.

3.2.1 Authentication Protocol Specification Language

Describing the APS language is beyond the scope of this paper and we refer to [AM13a, AM15] for details. Instead, in Listing 1, we present an example which demonstrates the
flavor of describing authentication protocols in APS. In this protocol, two parties (PCD and PICC) want to authenticate each other using an authenticated Diffie-Hellman key exchange protocol. The specification in Listing 1 consists of (1) the protocol name, (2) type declarations, (3) message formats, (4) the initial knowledge of the participants, (5) the actions that describe the message that are sent/received by the parties (this is the main part of the specification), and (6) the goals (security properties) this protocol must satisfy.

Protocol: EAC
Types:
   Nonce RpiccTA, RpiccCA;
...

Formats:
   eac1input( Msg, ImpData, ImpData, ImpData, ImpData );
   eac1output( ImpData, ImpData, ImpData, efcardaccess, Agent, Nonce );
...

Knowledge:
   PCD: cert(PCD,pk(PCD),ca), pk(PCD), pk(ca), ...;
   PICC: cert(PICC,exp(g,sk(PICC)),ca), pk(ca), sk(PICC), ...;

Actions:
   [PCD]*->*[PICC]: eac1input( cert(PCD,pk(PCD),ca), CertDesc, ... )
   [PICC]*->*[PCD]: eac1output( RC, CHAT, CAR, EFCA, IDPICC, RpiccTA )
   let PK_PCD = exp(g,X)
   let S_PCD = sign( inv(pk(PCD)) , (IDPICC,RpiccTA,comp(PK_PCD)) )
   [PCD]*->*[PICC]: eac2input( CertChain, PK_PCD, S_PCD )
   let PK_PICC = exp(g,sk(PICC))
   let K = exp(PK_PCD,sk(PICC)) \# = exp(PK_PICC,X)
   let Kmac = kdf(K,RpiccCA)
   let Tpicc = mac(Kmac,PK_PCD)
   [PICC]*->*[PCD]: eac2output( cert(PICC,PK_PICC,ca), Tpicc, RpiccCA )

Goals:
   PICC authenticates PCD on Tpicc
   PCD authenticates PICC on Tpicc
   K secret of PICC, PCD

List. 1: The EAC protocol specified in the APS language.

3.2.2 Job Execution Environment

The Job Execution Environment (JEE) is able to load and execute protocols that are defined in the APS language. Since the JEE is not able to execute the abstract APS directly, it must first be compiled to some kind of executable script code. For this purpose the JEE supports JavaScript to which an APS file is compiled to be executed.

An important feature of the JEE is the possibility to access and execute the Basic Services (BS) which provide different functions for common tasks, e.g. to compute a hash value, obtain the status of a certificate via Online Certificate Status Protocol (OCSP) or to create a certain Application Protocol Data Unit (APDU), which is to be sent to an Interface Device (IFD) component, which in turn communicates with a smart card. Furthermore
the JEE may be equipped with additional JavaScript-based Extended Services (ES), which combine several calls and hence may be used to provide higher level functionality.

The difference between the Extended Services and the Basic Services is that the Basic Services are available in the Universal Authentication Service per default. Extended Services are usually more light-weight and are shipped together with a specific APS file. The environment that is needed by a specific protocol can be specified within the manifest file, which is distributed together with the APS file, which specifies the authentication protocol. The JEE uses this configuration file to set up a context in which the authentication protocol is executed. Every instance of a protocol has its own context so that the different instances do not interfere with each other.

Protocol descriptions are distributed in Java Archive (JAR) files that can be loaded by the Job Execution Environment during runtime. Since the leading factor when determining the protocol (and, hence, the JAR file) to be used for authentication is the type of the credential (i.e., the type of an eID card or some other authentication token) that is used for authentication, we call these JAR files Credential-specific APS (CAPS) packages. Besides the script files that define the protocol and the configuration that is used to set up the context for the protocol, a CAPS package can optionally contain additional Extended Services, which can be provided in form of JavaScript files. Furthermore, it optionally contains information about extended application logic that is to be executed after the authentication has been performed. For example, in case the credential is an eID card, the application logic might communicate with the card to sign messages or to obtain attributes from the card. Obtaining attributes using secure messaging established during authentication is the most common use case. It is therefore possible to provide an attribute configuration which provides information about how attributes are obtained and extracted from eID cards. The structure of a CAPS package is depicted in Figure 3.
We now describe the processing within the JEE in more detail. It can be structured into three phases: (1) Initialization, (2) Execution of the Authentication Protocol and (3) Execution of the Application Logic.

**Initialization.** In the initialisation phase, the JEE loads the CAPS package, creates an initial (job execution) context, for the protocol to be executed, and compiles the authentication protocol that is specified in the APS language into executable JavaScript code.

**Execution of the authentication protocol.** In this phase, the JEE first executes initialization code (if provided) and then executes the authentication protocol, i.e., the previously generated JavaScript code. During this execution, the JavaScript code may call predefined functions (crypt, decrypt, hash, etc.) to perform basic cryptographic operations. The JEE translates these function calls into calls to corresponding Basic Services (BS) or Extended Services (ES). Which algorithm to call (e.g., SHA-256 for hashing) is determined by the JEE during runtime using the settings given in the CAPS package (it may depend on the context, in particularly on messages received from the client). To generate and parse messages that are sent to/received from the client, the JavaScript code may use the message format objects that are provided by the CAPS package. Furthermore, the JavaScript code may call functions to send and receive messages to/from the network.

### 3.3 Cloud Connector

If the Cloud Application already supports a standardized federation protocol, such as SAML [Ca05a] or OAuth [HJ12] for example, it can directly communicate with the corresponding Federation Service within the SkIDentity Service. If not, it may perform the integration using the Cloud Connector (CC).

As depicted in Figure 4, the CC is a modular integration library, which is available for different platforms, such as Java, PHP or .NET for example, and consists of a central component (Cloud Connector Core), which is accessible via a simple CC-API, which allows to
• request the authentication of the User (authenticate( )),
• get the identifier of the User determined during authentication (getNameId( )),
• access a particular attribute (getAttribute($name)) or all attributes of the User (getAttributes( ) or
• logout and redirect the User to a particular URL (logout ($return)).

While the Platform Specific Modules (PSM) implement the different federation protocols (SAML, OAuth etc.), the Application Specific Modules (ASM) take care about the final integration into some application. There are various Application Specific Modules for popular Open Source applications, including Joomla, WordPress, ownCloud, MediaWiki, TYPO3, phpBB and Magento for example.

3.4 SkIDentity Self-Service Portal

While the integration of eIDs into cloud and web applications has been a challenging task, the SkIDentity Self-Service Portal\(^4\) makes it easy for Service Providers to configure the parameters, which are required for the smooth integration of an individual service. The configuration can simply be performed by a responsive web application, which allows to specify (1) the information which is displayed to the User (see Figure 2), (2) the acceptable credentials and required attributes and (3) the corresponding technical parameters required for the federation protocol. As standardized SAML Metadata structures according to [Ca05b, Ca12] are used for this purpose, it is easy to import existing SAML Metadata files and export the generated data to another standardized system.

4 Summary and Outlook

The present paper exposed some innovative and patent pending building blocks of the multiply awarded SkIDentity Service, which makes it easy to accept eID cards and similar authenticators in cloud and web applications. In particular it was shown above that this system comprises an Identity Broker (see Section 3.1) which makes it easy to integrate arbitrary services for authentication and federation and create cryptographically protected derived credentials, which can be securely transferred to mobile devices for example. This gives rise to an innovative "Mobile eID as a Service" offering. Using the innovative Universal Authentication Service (see Section 3.2) one can support arbitrary authentication protocols, which are described by an appropriate "Alice and Bob"-like language as outlined in Listing 1. Last but not least it is easy to integrate cloud and web applications with the SkIDentity Service by using the convenient Self-Service Portal (see Section 3.4) and an appropriate Cloud Connector (see Section 3.3), if necessary.

\(^4\) See https://sp.skidentity.de.
While the current focus of the SkIDentity Service is to provide strong authentication, future developments will extend the service in order to support authorization and provisioning as well as electronic signatures and in the long term perspective also the management of more complete business processes.
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Abstract: Cloud Computing and Big Data are the current hot topics in research and industry. Based on the enormous amount of preliminary work, ranging from grid and distributed computing to data mining and clustering, to name only a few approaches, cloud computing has become a de-facto standard for computing in general and data-intensive industry tasks in particular. Thus, a lot of questions about how to develop and implement such systems are already answered, but nonetheless, there is reservation to adopt such techniques in some business areas. Most of the reservations are due to security reasons, as in certain areas, like in the banking sector or in the health industry, high levels of security standards have been met for decades and those standards must not be weakened. This is the reason why we investigate—closely together with partners from the industry—how to overcome security concerns in the adoption of cloud computing in the financial industry. An introduction to our strategies is given with this paper.
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1 Introduction

In many commercial computing environments it is a common concept to pay for on-demand resource usage. This avoids to over-provision resources and pay for under-utilised hardware. The concept also supports an outsourcing of IT tasks that are not the primary concern of the business. In short, the operation of hard- and software is replaced by services from a provider. Overall, this approach allows for a concentration on the core business and it constitutes a variable and often more cost-efficient usage of exactly the amount of resources that are required in a specific situation. A common solution to this issue is the usage of cloud systems.

In a typical scenario for an IT-assisted enterprise, it is usual to store and process both the customers' and the company's data, which are mainly related to a concrete business. The access to the data has to be restricted. The services can be self-developed and be part of the company's knowledge base or be general or purchased. Depending on the categorization, the services are strongly business-related or be commonly available tools. In most cases, the operation of computing resources, though, does not constitute a core business. Otherwise, it is needed to have enough resources available at all times, even under rare events, which appear just once a year like, e.g. during Christmas shopping period or balancing of accounts. Thus, in case the hardware is provisioned, the mean
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Considering cost, utilisation, flexibility, and availability, it is often a good decision to use cloud systems with a pay-per-use pricing model. However, cloud technologies also bring new challenges. Many of them are already addressed and have to be adapted to the concrete situation, others need the introduction of innovative ideas. However, we expect that we can handle all the challenges and strongly benefit from using cloud technologies.

The following aspects need to be considered when your data is not under your physical control. You have to avoid a locked-in syndrome [PC09], you have to care about Service Level Agreements (SLAs) [Be11] and you have to establish mutual trust with your service and resource providers.

We are working in the project “Securing the Financial Cloud”4 (SFC)5. The aim of the project is to explore how the advantages of cloud-like systems can be utilised by computing and storage systems of financial IT. This means we have to deal with data from e.g. Automatic Teller Machines (ATMs), bank transfers, balance of accounts, inter-bank transfers, and commercial papers. This data is highly valuable in terms of money, has a very high protection demand defined by the stockholder, and a bulk of legal restrictions.

Besides the data, we have to deal with the analysis performed by services. We have different kinds of aspects of such services. From simple ones that balance an account or calculate interests, which have a low protection demand6 up to services that estimate the financial standing of a bank-related customer or support strategical investment decisions that hold strong intellectual properties and need an according protection.

To allow stakeholder with different security demands to have separate and shared data in a cooperatively used system, a multi-mandatory support has to be realised. This allows e.g. inter-bank communication (for transferring money from one bank to another one and so on). To avoid a locked-in syndrome, the data have to be sorted by different resource providers and data processing has to be realised independent from a concrete resource provider. In concrete we want to enable a provider independent usage of private and public clouds (hybrid cloud concepts) [Ro11] and cloud brokers [BRC10].

So we have to deal with the already known challenges of scalability, elasticity, and fulfilment of SLAs in a cloud-based environment which has to be matched to a context with very strong demands on safety and security. In concrete, we have to investigate within the project the following concepts:

1. Geographical storage locations of all data have to be known and have to be restricted based on SLAs.
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- All data is stored encrypted, so even in case of an SLA violation the data are protected.
- Data is never overwritten or deleted, updates are performed by providing an additional version of a file.
- Analysis processes are realised as services which allow that different companies can use the same software [PC09].
- Multiple execution zones have to be supported, e.g. local computing centre, private clouds, public clouds and hybrid clouds.
- The integrity of the data can be validated based on cryptographic methods.

2 Preconditions and Actual Situation

During the arrangement and the beginning of the SFC project we worked out the conditions for a later realisation phase. One of the terms we have to fulfil is a legal one. For a large part of the data, the geographical location of storage and processing is restricted [Re00, Hi06], e.g. to the country the data is accrued. This can be considered by cooperating with local cloud operators that ensure a concrete data location.

Another aspect is the required security level from the stakeholder of the data. Often the protection level can be ensured by SLAs [BA11]. In some cases, especially for financial data it is also common to demand that an external resource provider is not able to read the data. In this case a cryptographically secure solution has to be established.

For the project, so-called Hardware Security Modules (HSMs) can be used. These are trust anchors that can store cryptographic keys and perform encryption and decryption. Based on the hard- and software based security arrangement, these operations can be considered as secure because in case of an attempt to breach the modules, their data are destroyed. The modules provide security even when not physically controlled by the stakeholders. So they can be offered as a special service by a cloud provider which needs a secured initialization process. In a preceding work, members of the project group have already covered the security aspects of the client-side, i.e. security of ATMs, making use of Trusted Platform Modules (TPMs) that served as trust anchors [PS14].

Moreover, we make use of a relatively new cryptographic approach called attribute-based encryption (ABE). Such ABE schemes allow for a fine-grained access control. Data are encrypted under certain access structures and only users/processes that possess private keys with the corresponding attributes that fulfill the access structure of the ciphertext allow for a decryption. The private keys can only be issued by a central key server.
3 Envisioned Target Architecture

As a starting point, a general architecture which mainly focuses on the functional view was developed. This architecture can receive input data that are financial transactions, e.g. from ATMs or inter-bank communication. The output data are e.g. account balances or the result of automatic analysis processes, which is often determined knowledge about the bank customer's behaviour or knowledge-based decisions. To realise the in- and output mechanisms, a communication layer is intended (see Fig. 1).

![Layer-based view of the SFC Concept](image)

An additional layer is the service layer. This layer realises information and knowledge generation and processing, which are the demanded services from the stakeholders. Another important task is the validation of the input data, e.g. checking source signatures or transaction order, which is also realised as a service. Based on the fact that this layer has to do the data processing, this layer needs to be able to decrypt the data. This is realised by using the HSMs. The main reason for making use of HSMs in our scenario is due to a separation between the cloud provider, i.e. the provider performing the computations on the data, and the data owner, i.e. the bank that outsourced the processing of its data to the cloud provider. The HSM is in full control of the bank, i.e. the cloud provider is not able to retrieve the bank's private keys that are stored on the HSM. Based on the fact that the other layers do not realise data processing, it is not needed to decrypt data in any other layer. Thus, this is the only layer which needs access to the HSMs. We will establish a multi-agent-based system to realise flexible and efficient data processing combined with a blackboard design pattern for communication and data access. From a research perspective, there are two challenging tasks that we currently deal with at the service layer. First, we need to find a way to virtualize HSMs.
The hardware HSMs constitute the trust anchors of those virtualized HSMs. Therefore, we need to find a way to provide as strong security guarantees for virtualized HSMs as they hold for hardware HSMs. The second challenge is to find out to which extent we can implement our developed attribute-based encryption scheme on state-of-the-art HSMs.

The data representation layer offers a uniform and up-to-date view to the data. Based on the current state of the project, it is planned to represent the data as a POSIX-based file system. This allows a very simple and general interface to realise and adapt services to the infrastructure of SFC. Another aspect is the sufficient performance and scalability of modern distributed file systems known from cloud and High Performance Computing (HPC) context. This even allows a communication of services on different locations via the uniform file-system view. The data representation layer also guarantees that data is not deleted or overwritten. To realise this property, an additional layer is used. This additional layer is a non-deletable data storage which holds all versions of a value. The data representation layer provides a view to this data storage which only holds the last version of the data. As already described, the data storage and representation layer only work on encrypted data and do not need to access HSMs. Data validation is not part of this layer. A high level validation based on cryptographic integrity tests is provided as a service which probably needs access to HSMs and low level data safety is provided by the file system layer described next.

To realise the non-deletable file-system, open source tools like Ceph\(^7\) will be evaluated. These tools also have to offer an additional property which is demanded by the SFC system. For realising a safe storage of the data, it is needed to realise a replication-based physical storage strategy. Therefore, it is needed to distinguish between different geographical locations to avoid that copies of data are written to the same physical location. This concept of replication and distinction of geo-locations is e.g. supported by Ceph. This avoids to reimplement a distributed storage strategy as part of the SFC-project.

In the layers of the SFC Infrastructure, different execution environments will be supported. An example is the service execution. Therefore, it is needed to distinguish between the service description, which holds all the information to run the service, and the execution system. The service description can be a virtual machine image or a container image. Such an image can be started on a server or a container execution system (e.g. Docker\(^8\)) to operate an instance of the service. So the same service can be executed in different environments, e.g. local computing centres or the public cloud. In this way it is even possible to have the same service with different security contexts, depending on the execution environment. Another example is the data storage where different storage systems like e.g. cloud storage, servers with disks, and nodes with network attached storage can be used to form a uniform file system.

\(^7\) http://ceph.com/
\(^8\) http://www.docker.com/
4 Conclusion and Future Work

To provide a relevant contribution to the field of secure cloud architectures, in future work, we will show that even financial data can be processed. Thus, we develop a cloud-based infrastructure taking into account security constraints in particular. As part of future work, we will investigate how attribute-based encryption can be combined with high security modules in an efficient way, i.e. we will need to analyze which tasks need to be performed on the HSMs and which tasks can be executed on the “ordinary” machines. Moreover, we also need to come up with a holistic security approach that includes organizational security aspects additionally to technical measures. Based on the security concept we also develop a prototype which will be able to process and store data in a scalable, elastic and efficient manner. So we can prove to benefit by using cloud environments even under hard security and safety constraints.
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