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Abstract: Advanced robot systems need to carry out increasingly complex task sets. However, they are typically optimized to a very restricted set of tasks and environments to solve demanding problems. This work will therefore propose a self-reconfigurable software and hardware architecture in order to enable the dynamic optimization of a robot system depending on the current situation, i.e. the current task, robot state, and environment. The proposed framework is based on organic computing principles and unsupervised machine learning techniques. It further uses dynamically reconfigurable Field Programmable Gate Arrays (FPGA) as hardware accelerators.

1 Introduction

In recent years, autonomous mobile robots have gained in practical importance. In industrial applications, they are, for example, used in search and rescue missions, logistics, or agriculture. In the consumer market, with various kinds of cleaning robots available, the goal for the near future will be the development of versatile personal service robots. To solve the increasingly complex tasks in both industrial and consumer markets, advances in sensor technology and algorithms generate ever more complex robot systems. Current state-of-the-art service robots, such as the PR2 from Willow Garage1, already posses a multitude of sensors and actuators to solve typical tasks at home.

Experiences in a “robot butler” scenario were described in [BRJ+11] by analyzing the task of fetching a specific drink in detail. Even with such a restricted scenario, two main challenges in advanced mobile robotics become evident. First, several complex algorithms are utilized to accomplish a simple task, e.g. collision avoidance, identification of the specific drink to fetch, or face recognition. As there are several solutions to problems such as navigation or object detection, each with different strengths, here, the choice of an optimal set of algorithms for the given task and subsequently the choice of optimal parameters for these algorithms remain an open issue. Second, the realtime processing

1http://www.willowgarage.com/pages/pr2/overview
of the available sensor data, especially 3D-depth information and camera images, with
general purpose CPUs is not possible, given the complexity of the utilized algorithms.

Ideally, a mobile service robot would dynamically and autonomously choose algorithms
as well as parameters from a set of solutions based on the current situation, i.e. current
task, state of the robot, and environment. Algorithms would be configured similarly in or-
der to satisfy realtime constraints while providing high accuracy. This work will therefore
present a unified architecture for the dynamic self-reconfiguration of robot systems. While
simple physical reconfiguration and parameter reconfiguration have been investigated for
walking machines in previous works, in this work the focus will explicitly lie on the com-
plex robot systems of state-of-the-art mobile robots to satisfy such demands as described
above.

The control unit of the target robot system is now assumed to consist of a multicore CPU
and a dynamically reconfigurable Field Programmable Gate Array (FPGA) coprocessor,
where the FPGA guarantees the realtime capability of the system via hardware acceleration
and the CPU enables an easy migration of existing algorithms. Three different methods
will be presented in the remainder of this work to ensure the optimal utilization of the
control unit in different situations. First, the algorithm to solve a specific problem is au-
tomatically chosen. Second, the parameters of algorithms are automatically tuned to the
current situation. Third, algorithms are automatically distributed to the CPU and FPGA to
ensure the best runtime with the current set of algorithms. These methods are subsumed
under the term self-reconfiguration.

The remainder of this paper will be structured as follows. First, the methods used in the
approach presented in this work are shown in Secs. 2 and 3. Then, the target algorithm to
be used as a demonstrator will be shown in Sec. 4. Future work will finally be discussed
in Sec. 5.

2 Organic Robot Control Architecture (ORCA)

The Organic Robot Control Architecture (ORCA) forms the basis for a unified implemen-
tation of the methods for self-reconfiguration. ORCA is a modular, hierarchical architec-
ture, based on the RCA-architecture [ALBD02], which is conductive to the emergence of
self-x properties in a robot system [BMG+11]. ORCA distinguishes between three main
components. Basic Control Units (BCU) ensure the functionality of the robot under nor-
mal conditions. Organic Control Units (OCU) observe the BCUs and may change e.g.
parameters of a BCU. Health Signals hierarchically describe the state of the robot and
may detect anomalous behavior. The OCUs now enable the robot to react to changes in
the environment or in the physical properties of the robot itself.

The hexapod walking robot OSCAR was developed as a demonstrator for the ORCA ar-
chitecture [MBG+11]. With a distributed and organically inspired gait control system,
OSCAR is able to walk robustly in rough terrain. It can detect anomalies and react accord-
gringly to ensure that it accomplishes its task in the still best possible way, for example by
adjusting the gate in rough terrain [AHHM12] or by amputating legs in case of hardware
failures [JM10] and then choosing a respective path [MM11]. The distributed network of BCUs and OCUs lead to an emergent walking pattern, similar to those that can be found in real insects.

In this work, the ORCA architecture will be expanded to accomplish similar effects on the self-reconfigurable target platform. The complex software system is therefore divided into simple atomic algorithms, as shown in Fig. 1. Each atomic algorithm is implemented as a BCU and may, in the expanded ORCA architecture, run either on the conventional CPU or the FPGA coprocessor. OCUs now control the self-reconfiguration of the robot system. They choose the BCUs (and thus algorithms) to be used, adjust BCU parameters, and determine which atomic algorithm is executed on the FPGA coprocessor. Universal criteria, such as accuracy and runtime, guide the distributed self-reconfiguration process to ensure globally optimal solutions for the purpose of a realtime capable, dynamically adjustable robot system.

3 OCU Implementation

Organic Control Units are implemented in a generic way by using Learning Classifier Systems (LCS, [Wil95]). LCS are a class of rule-based learning algorithms closely related to genetic algorithm and reinforcement learning where a set of rules is altered in order to
achieve the best possible classifier. A rule consists of conditions, actions, and a fitness value. The conditions determine which rules apply in a given situation. If several rules match the current situation, a rule is selected randomly with a probability relative to the fitness value. The actions associated to the selected rule are then applied.

Learning is now performed in two different ways. On the one hand, the fitness value is updated based on a reward function, so that rules with associated actions that perform well are selected more frequently. This corresponds to reinforcement learning. On the other hand, rules are mutated using generic operators to find a good representation of the rule space.

Learning Classifier Systems were chosen as the means of OCU implementation for several reasons. They are powerful enough to model self-reconfiguration in such a complex system. At the same time, rules may provide a human-readable representation of the system which will help to construct different rule sets for various problems more easily.

For LCS-OCUs in the robotic system, conditions now reflect information about the robot’s inner state, e.g. what kind of sensors are available, as well as information about the environment, e.g. the general kind of environment (indoor or outdoor, office or private home) or the time of day. Actions either determine which algorithms to use or change parameters of an algorithm. OCUs on the hardware level have the special task of distributing atomic algorithms to either the CPU or FPGA. A hardware implementation further governs the dynamic reconfiguration of the FPGA. The reward function now primarily determines the system behavior. Rewards can be given depending on the target system behavior, e.g. for high accuracy and low runtime.

4 Demonstration Algorithm and Initial Results

The approach to self-reconfigurable control architectures will be demonstrated using the Visual Simultaneous Localization and Mapping (VSLAM) problem [EHE+12, SDMK11, KHFM13]. VSLAM describes the estimation of the robot position in an unknown environment while constructing a representation of the environment (map) using cameras as the main sensors. VSLAM is a central problem of mobile robots and was chosen as demonstrator, on the one hand, because many different, typically computationally expensive algorithms are used to solve the VSLAM problem while, on the other hand, results very much depend on the environment and algorithms typically have to be manually tuned to provide good results.

An example application of the presented self-reconfiguration approach to a typical VSLAM algorithm is shown in Fig. 2. The algorithm is factored into three main modules. A SLAM backend manages and optimizes the map, the odometry incrementally estimates the robot movement, and the registration corrects the accumulating odometry error by matching current sensor information to the map.

OCUs observe the odometry and registration on the algorithm level and the CPU and FPGA on the hardware level. LCS rule conditions may now specifically reflect the status information that affects the VSLAM algorithm, e.g. the robot movement speed, or visual
Figure 2: Illustration of the self-reconfiguration for a typical VSLAM algorithm.

cues about the environment, e.g. amount of texture and descriptiveness. Actions reconfigure the VSLAM algorithm. The odometry may, for example, be implemented using rotary wheel encoders and the registration using the Iterative Closest Point (ICP) algorithm. If the environment changes, e.g. the robot moves in rough terrain and the wheel odometry becomes inaccurate, the OCUs may force the BCUs to switch to a visual odometry estimation using image feature extraction techniques. These may then be additionally used as a means of registration and accelerated on the FPGA to ensure the realtime capability. Parameters, e.g. the number of features, are similarly adjusted. Rewards are given based on the total runtime for a VSLAM update step and a measure of accuracy, e.g. how well the registration matches the map.

Initial experiments using a similar VSLAM system have been presented in [HSM12] where only the software reconfiguration was evaluated. Even here, a similar accuracy to a manually optimized configuration could be achieved while significantly decreasing the computational load.

5 Summary and Future Work

In this paper, a self-reconfigurable software and hardware architecture for mobile robots was introduced to adapt the algorithmic solution to complex tasks to the current robot state and environment. The Organic Robot Control Architecture (ORCA) forms the basis of the self-reconfigurable system, in which Basic Control Units (BCU), which ensure the basic functionality, are reconfigured by Organic Control Units (OCU), which are implemented
using Learning Classifier Systems (LCS) and may choose suitable algorithms and adjust the parameters of these algorithms. Low level (atomic) algorithms are then similarly distributed to the compute platform which is assumed to consist of a conventional CPU and a Field Programmable Gate Array (FPGA) coprocessor.

The main goal of the self-reconfigurable robot architecture is to dynamically react to the current situation, i.e. robot state and environment, in order to achieve the best possible results according to user-defined criteria, e.g. low runtime and high accuracy. First results were obtained, in software only, for the Visual Simultaneous Localization and Mapping (VSLAM) Problem for which high accuracy could be achieved while significantly reducing the algorithm runtime.

The work on a complete self-reconfigurable architecture is at the very beginning, thus much work needs still to be done. The steps will be the transparent integration into the Robot Operating System (ROS)\(^2\) which is currently the most popular robot framework. Here, the self-reconfiguration will be based on existing interfaces for the manual reconfiguration to an easy integration into existing projects. BCUs and OCUs will be implemented as ROS nodes, i.e. distinct processes and communicate via messages. We will further investigate the automatic initialization and the offline application of self-reconfiguration with ground truth data for an optimal initialization of LCS rule sets.

Finally, the VSLAM demonstration algorithm will be transferred to the target CPU/FPGA hybrid system for which e.g. the Xilinx Zync SoC\(^3\) may be used. Computationally complex parts of the VSLAM algorithm will be provided with hardware acceleration on the FPGA to ensure the realtime capability.
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