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Abstract: We propose in this paper an iterative method composed of three steps to derive architecture alternatives from quality requirements using a catalogue of patterns and styles. The solution candidates are chosen by answering a set of questions which reflects the requirements. We instantiate then the solution candidates using a UML-based enhancement of the problem frame approach. To ensure that the instantiated architectures fulfill the quality requirements, we evaluate them in the next step. A desired refinement of the software architectures is then achieved by iterating over the described steps.

1 Introduction

The development of software architecture is a challenging task, even when the requirements of a software system are clear. For building upon common knowledge and best practices, the use of catalogues containing architectural patterns and styles (e.g. [TMD09]) has shown to be valuable. These catalogues are used in architectural design methods, that aim to give guidance for deriving architectures from requirements (e.g. [BCK03, HNS99]). In these methods, catalogues are used as a reference to find solutions for an architectural problem by choosing appropriate patterns and styles (called solution candidates in this document) from the catalogue. Trying to find appropriate solution candidates in a catalogue is, however, not trivial. Usually more than one candidate is appropriate, but they differ in their quality attributes. The existing approaches are imprecise or do not provide any aid for finding good candidates from catalogues [BR10]. Sequentially evaluating the candidates of a catalogue is not efficient.

In this paper we propose an iterative method to derive alternative architectures that differ in their quality attributes. The method integrates our approaches to this problem in [AHH11] and [MKG11]. We first obtain alternative solution candidates proposed from catalogues by relating questions to these candidates. Answers to these questions rate the solution candidates with respect to the requirements of the system to develop. In the second step, we derive architecture alternatives from the best-rated candidates. For the derivation we
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Figure 1: An overview of the proposed method for architecture derivation

make use of an enhancement of the problem frame approach with the focus on quality requirements. In the third step we evaluate the derived architectures against the quality requirements. To refine the architectures we iterate over these three steps. In each further iteration, subsystems of the architecture alternatives are refined.

We illustrate our approach with a chat application, which allows a text-message-based communication via private I/O devices. Users should be able to communicate with other chat participants in a same chat room. We focus on the functional **Communicate** requirement with the description “**Users can send text messages to a chat room. The text messages will be shown to the users in that chat room in the correct temporal order on the users’ displays**” and its corresponding quality requirement **Response Time** with the description “**The sent text message should be shown on the user’s display in 1500 ms maximum**”. Note that in order to specify performance requirements properly, more details have to be given. We use the MARTE profile [UML] for this purpose.

The remainder of this paper is structured as follows: Section 2 describes the approach using the chat application as running example. The approach is then discussed in section 3. In section 4 we differentiate the approach from related work, before we conclude and present future work in section 5.

## 2 Architecture Alternative Derivation Method

The method for deriving architecture alternatives is separated into three steps. In step 1 (section 2.1), solution candidates are rated with respect to the system’s requirements. In step 2 (section 2.2) alternative architectures are derived from the best-rated solution candidates. The alternatives are functionally equivalent to an external observer. Their internal structure and behaviour differs. The alternatives are evaluated against the quality requirements in step 3 (section 2.3). These three steps have to be executed manually. We currently develop tool support for the process. To refine the alternatives we iterate over these three steps (section 2.4). In each iteration, subsystems of the derived architecture alternatives
are refined. By refining each subsystem of each positively evaluated alternative, a tree of alternative architectures is spanned. Figure 1 gives an overview of the method.

2.1 Step 1: Find Appropriate Solution Candidates

Figure 2 describes the step for finding promising candidates. This step is described in detail in [MKG11]. The inputs are the system’s requirements, and a catalogue of solution candidates. The catalogue includes candidates, that reference questions. The questions are targeted at software quality, e.g. scalability or security. Answers to those questions impact the rating for a candidate. These ratings vary between \(-1\) (probably not appropriate) and \(1\) (probably appropriate) or excludes. The latter means that the candidate cannot be applied.

![Figure 2: An overview of the method’s step 1](image)

**Step 1.1: Ask Most-Relevant Question**

In step 1.1, the questions are sorted in decreasing order by the number of references from candidates. Then, the most referenced question is asked. That question has an impact on the most candidates. Due to the order, the impact of the answers decrease with every asked question. When a question is only referenced by excluded candidates, it will not be asked.

**Step 1.2: Evaluate Ratings**

In step 1.2 the candidates are sorted in decreasing order by their ratings. A candidate’s rating is calculated by each of its answer’s rating. If any answer’s rating is excludes, then the candidate is excluded. Else the result is the arithmetic mean of each answer’s
ratings. The ratings give guidance to find out which candidates are probably appropriate. If more candidates are remaining, the ratings are not perceived detailed enough, and more questions remain unanswered, step 1.1 will be repeated with the next-most referenced question.

In our example, a pattern catalogue with 10 patterns referencing 25 questions was used. The ratings were defined by experience. An excerpt of the questions and given answers in the first method iteration is shown in table 1. The table shows only the ratings for the given answers. As a result of this step, the candidates Client/Server and Simple Peer-to-Peer were identified to be the most-promising candidates. The other candidates were excluded or had a lower rating.

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>...</th>
<th>Arithmetic Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client/Server</td>
<td>1</td>
<td>0.5</td>
<td>0.9</td>
<td></td>
<td>0.19</td>
</tr>
<tr>
<td>Simple Peer-to-Peer</td>
<td>1</td>
<td>0</td>
<td>-0.1</td>
<td></td>
<td>0.22</td>
</tr>
<tr>
<td>Standalone</td>
<td>excludes</td>
<td>x</td>
<td>x</td>
<td></td>
<td>0.03</td>
</tr>
<tr>
<td>Pipes &amp; Filters</td>
<td>0.2</td>
<td>0</td>
<td>x</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Publish-Subscribe</td>
<td>0.2</td>
<td>0.4</td>
<td>-0.1</td>
<td>...</td>
<td>0.14</td>
</tr>
<tr>
<td>Layered</td>
<td>x</td>
<td>x</td>
<td>0.3</td>
<td>...</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 1: Rated answers for the first iteration of the chat application. The columns 2 to 4 show the ratings for answers given to the questions Q1 to Q3. The questions and answers are shown below the table. The last column shows the candidate rating.

2.2 Step 2: Derive Architecture Alternatives

In this step we derive the structural view of the architecture by instantiating architecture alternatives with all solution candidates that we obtained from the previous step. In order to derive a component-based architecture we need to decompose the overall problem in subproblems. For this purpose we use a requirements engineering process based on the problem frames approach [Jac01], which we describe briefly in this section. Then we instantiate the solution candidates by using the results of applying the problem frames approach. Figure 3 shows an overview of the second step.

Requirements Engineering using Problem Frames

We describe briefly an extension of Jackson’s problem frames [Jac01], which we apply to instantiate the solution candidates. This approach uses a UML profile [CHH11] that extends the UML meta-model to support problem-frame-based requirements analysis. We
use this profile to create the diagrams for the problem frames approach.

Problem frames are a means to describe software development problems. A problem frame is described by a frame diagram, which basically consists of domains, interfaces between them, and a requirement. The task is to construct a machine (i.e., software) that improves the behavior of the environment (in which it is integrated) in accordance with the requirements.

Requirements analysis with problem frames proceeds as follows: first the environment in which the machine will operate is represented in a context diagram. A context diagram consists of a machine, domains and interfaces. In the UML profile the context diagram is represented by the stereotype `contextDiagram`\(^1\). Then, the problem is decomposed into subproblems, which are represented by problem diagrams. A problem diagram consists of a submachine of the machine given in the context diagram, the relevant domains, the interfaces between these domains, and a requirement.

Jackson distinguishes the domain types biddable domains that are usually people, causal domains that comply with some physical laws, and lexical domains that are data representations. In problem diagrams a connection domain establishes a connection between two other domains by means of technical devices. Examples are video cameras, sensors, or networks. A display domain represents a special case of a causal domain (introduced in [CHH+08]). In problem diagrams interfaces connect domains, and they contain shared phenomena. Shared phenomena may e.g. be events, operation calls or messages. They are observable by at least two domains, but controlled by only one domain, as indicated by “!”. In Fig. 4 the notation \(U!\{sendTM\}\) (between `CA_communicate` and `User`) means that the phenomenon `sendTM` is controlled by the domain `User`.

Each functional requirement constrains at least one domain to show the desire of the change of something in the world. A requirement may refer to several domains in the environment of the machine. Functional requirements are complemented by quality requirements. In the UML profile these relations are shown by corresponding dependencies. To provide support for annotating problem descriptions with performance requirements, we use the UML profile MARTE (Modeling and Analysis of Real-time and Embedded

---

1In the UML profile each model element is represented by the corresponding stereotype
The problem diagram in Figure 4 considers the chat application that was introduced in section 1. It describes the functional requirement *Communicate*. E.g., it states that the CA_communicate machine can show to the User the CurrentChatSession on its Display (CAC!{displayCCS}). The requirement constrains the CurrentChatSession of the User and its Display. The requirement refers to the users and the text messages. The requirement *Communicate_RT* describes the response time requirement, which complements the functional requirement *Communicate*. The requirement *Communicate_Conf* describes the confidentiality requirement complementing the functional requirement *Communicate*. In this paper we focus on the response time requirement.

Figure 4: Problem diagram for the requirement *Communicate*

**Step 2.1: Set Up Problem Diagrams**

In step 2.1 we first set up the problem diagrams to prepare for the instantiation step. We decompose the overall problem into subproblems. Each problem diagram describes one subproblem with the corresponding requirement. Then we annotate each subproblem by complementing functional requirements with related quality requirements. Decomposing the overall problem into subproblems using problem frames is described in detail in [AHH11]. Then we take into account the architectural styles and patterns we obtained by answering the questions. After having chosen the appropriate candidates, we go back to the requirements descriptions and decompose the problem diagrams with respect to the chosen candidates for the architecture. This may lead us to introduce connection domains,
e.g., networks. Analogously to decomposing the problem diagrams and so decomposing the functional requirements, we also have to decompose the corresponding quality requirements.

In order to apply this step on the chat example, we first need to decompose the overall chat problem into its subproblems. We focus on the functional requirement Communicate (see figure 4) as one subproblem. Then we address quality requirements by annotating the functional requirements with complementing quality requirements. E.g., the requirement Communicate is complemented by the response time requirement Communicate_{RT}. The quality requirement in this example is modeled using the MARTE profile for performance annotations. The \textit{respT} attribute states that the required response time for sending text messages should be 1500 ms as maximum. The \textit{cause} attribute represents the triggering event, which is in our case a \textit{ClosedPattern} with 100 concurrent users (\textit{population}), each of which needs a think time of 1000 ms (\textit{extDelay}). The \textit{msgSize} attribute states that the sending text messages should be 5 KB maximum.

In order to decompose problem diagrams properly we take into account the solution candidates we obtained from step 1. We proceed the example with the Client\textit{/Server} alternative and describe each step of its instantiation in detail. After having chosen the Client\textit{/Server} architecture style we decompose the problem diagrams so that each subproblem is allocated to only one of the distributed components.

In our example, we decompose the problem diagram depicted in figure 4 into three subproblem diagrams \textit{Send} (Client), \textit{Forward} (Server), and \textit{Receive} (Client). \textit{Send} addresses the problem of sending text messages to the server (not shown). \textit{Forward} addresses the forwarding of text messages from the server to the receivers (see figure 5). \textit{Receive} addresses the receiving of text messages (not shown). For each of these three subproblems, we introduced the connection domain \textit{Network} to achieve the distribution.

Figure 5: Problem diagram for the subproblem \textit{Forward}, annotated with quality requirements
To fulfill the response time requirement, the response time should be divided so that all subproblems together satisfy the desired response time. The Communicate requirement states a response time of 1500 ms maximum. This must be achieved through the three subproblems. We must also consider the time that the data needs to be transported over the network. In our example, each of the machines CA_send and CA_forward is required to send a text message to the server or to forward the text message to the receivers, respectively, within 200 ms. The machine CA_receive may take 300 ms to process the received text message and display it. This leaves 800 ms to transmit data from the client to the server and back. Note that knowledge about the real circumstances in the environment e.g. about the network and the computational power of clients and server is needed to meet performance and specifically response time requirements.

Step 2.2: Instantiate Architecture Alternatives

In step 2.2 we derive the architecture by instantiating the solution candidates through subproblems. The initial architecture that we have to refine consists of one component for the overall machine. Each submachine, which belongs to one decomposed problem diagram becomes a component in the architecture. In further iterations we refine each component by introducing domains reflecting specific solution approaches we obtained from the decomposed problem diagrams.

For the chat example we derive the architecture in the first iteration by establishing one component for the overall machine chat application. To indicate the distribution we add the stereotype ≪distributed≫ from the UML profile for problem frames to the architecture component. For the Client/Server architecture style, there are two components representing the clients and the server, respectively, inside the overall machine. Then we make use of the subproblem diagrams. Each submachine in the subproblem diagrams becomes a component either in the client or in the server. The submachines CA_send and CA_receive belong to the client component, whereas CA_forward belongs to the server.

2.3 Step 3: Evaluate Architecture Alternatives

In the evaluation step of our method, the derived architecture alternatives have to be evaluated against the system’s quality requirements. Typically, a trade-off analysis will be part of the evaluation, because system qualities are often contradictory. This method does not constrain the choice of quality evaluation methods. As a result of the evaluation, some of the derived architecture alternatives can be excluded when they show to perform worse than other alternatives regarding the quality requirements. Other alternatives will be considered for refinement in the method’s next iterations.

As the evaluation method is not in focus of this paper, we will not go into details here. In our example both candidates passed the evaluation. Thus in the next iterations, each candidate is considered further when the architecture is refined.
2.4 Further Iterations: Architecture Refinement

Software architectures can be specified at different levels of details. Our method reflects this by allowing for arbitrary method iterations. In the first iteration, alternatives for the overall system are derived. In each further iteration, subsystems of these alternatives are refined by executing the method with the focus on a subsystem, instead of the overall system. Consequently, only the set of requirements are considered, that are relevant to the specific subsystem in focus. The candidates ratings are reset, so that the questions need to be answered again, though against the focused subsystem’s requirements.

In our example, we first focus on the Client/Server alternative. Within this alternative we refine the subsystem Client. By answering the questions in step 1, Load Balancer is rated as an appropriate solution candidate. In step 2, we elaborate the problem diagrams by introducing domains reflecting load balancing as a solution candidates. To specify the quality problem diagram given in figure 6 we introduce a new machine LoadBalancer that distributes the load from the network across several server components, each of which contains one machine for solving the Forward problem.

![Figure 6: Problem diagram for the quality requirement Forward_RT](image)

After elaborating all problem diagrams with solution candidates and instantiating the software architecture with them, we obtain the software architecture shown in figure 7 as one alternative with the Client/Server architectural style. The LoadBalancer is placed before the servers. Its port multiplicity \([1..*]\) means that it can be connected with several server components. The Peer-to-Peer alternative and the refinement of the Client subsystem are handled analogously. This is not shown in this paper.
3 Discussion

The task of architectural design cannot be completely automated. Thus the approach presented here can also only give guidance. The architect has to interpret the results of the candidate ratings and choose which candidate to consider. While the ratings suggest that a candidate with a rating (arithmetic mean of all single ratings) of 0.7 is more appropriate than a candidate with the rating 0.6, this is not necessarily true. The step of instantiation also leaves choices to the architect. Thus the method is non-deterministic.

The success of the method is highly dependent on the amount and quality of data it is based on, i.e. questions, ratings, and candidates. The current set of data is small and provides only a few candidates and questions. More data should be provided by a community of experienced architects. We plan on extending the data base.

The proposed method aims at systematically deriving architecture alternatives that differ in their quality attributes, taking the quality requirements into account. Our experiments (on a distributed, highly configurable load generator and on smaller information systems, all developed in one of our working groups) indicate that the method is usable and helps to systematically explore the design space of a system, while reducing the development effort by highlighting appropriate alternatives. A systematic evaluation is still to be performed.

4 Related Work

The systematic derivation of architectures from requirements has been subject to research in related work for many years [SB82, Nus01]. The Twin Peaks Model [Nus01] integrates...
requirements elicitation with architectural design. In this method, requirements and architecture are refined concurrently, while providing feedback to each other. However, the details and mechanisms of the feedback is not specified. Also, in contrast to our approach, no alternatives are developed, that can be considered in an evaluation.

In [vL03] van Lamsweerde proposes a goal-oriented approach to architectural design. Van Lamsweerde first considers functional requirements, before adapting the architecture to meet quality requirements. In our approach, we focus on quality requirements first by choosing the solution candidates based on the quality requirements. We then add the required functionality in a systematic manner.

Attribute Driven Design (ADD) is a method that emphasizes the use of patterns and styles while deriving an architecture from requirements. However, ADD does not describe how to elicit a matching pattern from a large pattern catalogue, except for sequentially evaluating each element in the catalogue (cf. [WBB+07]). There are more architecture methods that are imprecise at this point such as Siemens 4 Views [HNS99]. Therefore, our approach bridges the gap of pattern elicitation found in related work.

Zdun uses questions to select architecture patterns in [Zdu07]. In this approach, questions are directed to key characteristics of a group of patterns (e.g. “How to realize asynchronous result handling?”). The answers are patterns, which are related to criteria supporting the decision process. Other approaches (e.g. [HA07]) relate patterns to coarse-grained quality attributes. We believe that our approach is more suitable for less experienced teams, because they are more fine-grained and related to the system’s requirements and context. This is, however, subject to validation.

Bode and Riebisch [BR10] relate solutions to quality goals. Their work focuses on rating the impact of patterns on quality goals. Bode and Riebisch develop context-independent ratings, aiming at fulfilling abstract quality goals. In contrast, our approach also takes the system’s context and environmental constraints into account by explicitly considering the requirements, e.g. insecure networks that have to be used. We are confident that this allows to rate solution candidates more precisely, because such details can have a strong impact on the choice of patterns and styles.

5 Conclusion and Future Work

In this paper, we presented a method for deriving architectural alternatives for software systems. The method allows for systematically exploring the design space and aims at highlighting appropriate alternatives. It is iterative, so that it can be performed until the desired level of detail is reached. Our experiments have shown that the method is usable and helpful.

As future work, we plan to find mechanisms or a community to provide data, as the quantity and quality of ratings and patterns is very important to render the method helpful. In addition, a case study is work in progress.
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