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Abstract: Today most requirement specifications are documents written in natural language. Natural language however is ambiguous. Thus computer-aided verification of system-models against such requirement specifications is generally impossible. In this paper we propose a textual requirement specification language (RSL), that is based on patterns, which have a formally defined semantics. RSL is able to express requirements from multiple aspects (e.g. real-time, safety, etc.) on a system. In order to apply RSL in the domain of automotive systems, it has to support timing requirements as the Timing Augmented Description Language (TADL). TADL is the coming standard for handling timing information in the automotive domain. In this paper, we present a mapping of TADL constraints to RSL patterns.

1 Introduction

Stating requirements is an essential tasks in developing products. They build an interface between different groups of people, i.e. customers, engineers, project managers. Typically requirements are stated as natural language text. The disadvantage is that ambiguities can cause a huge amount of requirement changes in all development phases. This leads to higher development costs and may also be unacceptable if the product is deployed in safety critical environments. To avoid ambiguities, often formal languages are used to state requirements with well defined meaning. It however does not only require some training to write requirements in such formal languages, it may also be hard to read them.

The pattern based Requirement Specification Language RSL [Par10] bridges the gap by providing a formal language with well defined semantics that is still readable like natural language. RSL patterns consist of static text elements and attributes being instantiated by the requirements engineer. Each pattern has well defined semantics exploitable in verification tools and exhibits a natural language style in order to facilitate consistent interpretation of the written system specification across all project participants. Moreover, the underlying semantics of RSL establishes formal verification in order to ensure correctness of systems.
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Writing requirements shall however be possible in an intuitive way. RSL allows writing of natural sounding requirements while being expressive enough to formalize complex requirements. To gain a high degree of intuition, the language consist of only a few constructs that can be easily remembered, allowing the user to fully understand the RSL and to choose the right pattern that fits the intended system properties. RSL aims at providing expression of a large scale of requirement domains. It defines patterns for each of the following categories:

- **Functional** patterns express requirements such as relationship between events, handling of conditions and invariants, and optional intervals in which a requirement (or parts of it) is valid.
- **Probability** patterns are used to specify the probabilities of failures or hazards occurring in safety critical systems.
- **Safety** related patterns outline relationships between system components. These patterns enable the specification of single point of failures or other failure and hazard dependencies between different components.
- **Timing** patterns are used to describe real-time behavior of systems. This includes recurring activations, jitter and delay.
- **Architectural** patterns specify the existence of architectural elements like components, events and connections between components.

There are already well established requirements specification languages for various aspects and application domains. In order to use RSL as a universal specification language it must be able to cover expressive power of those more specific approaches. In the automotive domain for example, there are mainly two relevant frameworks to specify timing requirements, namely the Timing Augmented Description Language (TADL) [Par09] and the AUTOSAR Timing Extensions (ARTE) [GbR09]. In this paper, we will justify about expressive power of RSL in comparison to TADL.

Though not illustrated in this paper, there already exists a compiler for translating instances of the patterns into observer automata. So verification can be done with state of the art model-checking tools like UPPAAL [BDL04].

**Related Work** The idea of requirement specification languages featuring a natural language style is not new. For instance in [HJD04] *boilerplates* for requirement specification are proposed. While this approach is also based on templates of natural language, there is not necessarily defined a formal semantics for them. Approaches based on controlled natural languages like *Attempto Controlled English* (ACE), first described in [FS96], or *PENG* [Sch04] are interesting as they come very close to natural language style and can be translated into a first-order logic system. However quantitative specifications like time intervals are inevitably for real-time systems. That cannot be done using such approaches because they usually do not provide a typed system. Graphical specification languages also provide an intuitive way to define requirements. Popular representatives are Live Sequence Charts (LCS) [DH01] and Timing Diagrams [DL02]. The mentioned approaches and formal language style languages like RSL have in common compositional techniques to define automaton semantics important for observer-based verification. RSL itself is
based on the *Contract Specification Language* (CSL) [GBC+08] defined in the SPEEDS project. RSL has been extended and evolved in that it is more consistent and modular.

Section 2 introduces the common concepts of the RSL and defines its semantics as far as relevant for this paper. Section 3 revisits the semantics of TADL constraints and discusses their covering by respective RSL patterns. Section 4 concludes the paper.

## 2 The Requirement Specification Language

The notation of RSL patterns normally contain optional parts that are not necessarily instantiated. A functional pattern for example describing causality between two events looks like this: \texttt{whenever event}_1 \texttt{occurs event}_2 \texttt{occurs [during interval]}

Phrases in square brackets are optional, bold elements are static keywords of the pattern, and elements printed in italics represent attributes that have to be instantiated by the requirements engineer. The names of the attributes can be used later to be mapped to a given architecture, or they can be used to generate the architecture.

When specifying requirements there is no strict typing like \texttt{int} or \texttt{real} but there are categories that specify what is described by the different attributes. To not complicate the language too much and to be also expressive enough, the set of supported attributes has to be carefully chosen:

- **Events** represent activities in the system. An event can be for example a signal, a user input by a pressed button, or a computational result. Events occur at distinct time instants and have no duration.

- **Conditions** are logic and/or arithmetic expressions over variables and the status of events. Conditions can be used in two different ways. Firstly, they can be used as pseudo events to trigger an action if the condition becomes true. And secondly, they may represent the system state that has to hold for a specified time.

- **Intervals** describe a continuous fragment of time whose boundaries are (relative) time measures, or events. They can be open \texttt{“}]x, y[“, closed \texttt{“}[x, y]\texttt{“} or a combination thereof.

- **Components** refer to entities that are able to handle events or condition variables. Typically, components refer to an architecture.

RSL supports various combinations of elements. It allows for example filtering of events by intervals or conditions. That is, wherever an event occurs in a pattern, one may also use \texttt{event during [ interval ]}, or \texttt{event under (condition)}. Thus, one can e.g. specify

\texttt{whenever request during [activate, deactivate] occurs response occurs during [l, u]}

meaning that a response is constrained only if the request happened after an activate and before some deactivate event. Filtering of events can be applied recursively. So activate could again be filtered by some interval or condition.

In the following we define syntax and semantics of those RSL patterns that are used later to define the mapping to TADL-constraints. We define semantics in terms of \textit{timed traces}.
and *timed languages* [AD94]. A *timed trace* over $\Sigma$ is a pair $(\sigma, \tau)$, where $\sigma = \sigma_1\sigma_2 \cdots$ is an infinite word over $\Sigma$, and $\tau = \tau_1\tau_2 \cdots$ is a sequence of time instants $\tau_i \in \mathbb{R}$ and $\forall i : \tau_i \leq \tau_{i+1}$, at which the events $\sigma_i$ occur. A *timed language* is a set of timed traces over $\Sigma$. The projection of $(\sigma, \tau)$ onto $\Sigma' \subseteq \Sigma$, written $(\sigma, \tau)_{|\Sigma'}$, is formed by deleting all $\sigma_i \notin \Sigma'$ along with their associated time value $\tau_i$ from $(\sigma, \tau)$. Projection is naturally extended to languages over timed traces.

Pattern F1: *whenever* $\text{event}_1$ *occurs* $\text{event}_2$ *does not* *occur[s] [during interval]*.

The pattern defines that an $\text{event}_2$ shall (not) occur whenever an $\text{event}_1$ has been occurred in the system. An optional interval confines the instant in time for $\text{event}_2$. Thereby *interval* may be defined either by other events like [startEvent, endEvent], or by timed values forming the boundaries of an interval like $[0\text{ms}, 5\text{ms}]$. Timed values can also be negative, thereby allowing "backward specification". For mapping TADL constraints only boundaries in terms of timed values are needed.

Throughout this paper we make use of the following notations. We assume a set of events $\Sigma_{Sys}$ that can be produced by a given system. The events occurring in an RSL pattern $p$ are denoted $\Sigma_p$. For example, for the F1 pattern instance

*whenever* $s$ *occurs* $r$ *occur during* $[l,u]$.

we get $\Sigma_{F1} = \{s, r\} \subseteq \Sigma_{Sys}$. We further assume $l$ and $u$ to be timed values $l, u \in \mathbb{R}$. For $0 \leq l \leq u$ the semantics of pattern F1 is defined by the timed language $\mathcal{L}_{F1}$ over $\Sigma_{F1}$:

$$\mathcal{L}_{F1} = \{(\sigma, \tau) | \forall i \in \mathbb{N}, \exists j \in \mathbb{N} : \sigma_i = s \Rightarrow (j > i) \land (\tau_i + l \leq \tau_j \leq \tau_i + u) \land (\sigma_j = r)\}$$

The semantics is shown in Figure 1. Multiple activations of the pattern may run in parallel. The respective definition for $u \leq l < 0$ is symmetric.

The semantics of some RSL patterns can be modified by additional attributes. A pattern modified by the attribute *once* gets a strict interpretation of the action during the observed interval. The attribute *once* modifies $\mathcal{L}_{F1}$ by replacing the quantified $\exists j \in \mathbb{N}$ with $\exists! j \in \mathbb{N}$. Note that the attribute *once* can only be used in combination with an interval as otherwise the pattern would not terminate. Thus, the part "*during interval*" of the pattern becomes required. The optional part *does not* of the pattern modifies $\mathcal{L}_{F1}$ by replacing the quantified $\exists j \in \mathbb{N}$ by $\exists j \in \mathbb{N}$ in the language definitions above.

Pattern R1: $\text{event}$ *occurs sporadic with minperiod* $\text{period}_1$ [and maxperiod $\text{period}_2$] [and jitter jitter].

The pattern defines that $\text{event}$ shall occur sporadically, relatively to some reference event which occurs with a minimum inter-arrival time $\text{period}_1$. An optional *jitter* specifies the maximum amount of time each occurrence of $\text{event}$ can be delayed relatively to the
occurrence of the reference event. If no jitter is defined it is assumed to be 0. The optional period $T_2$ bounds the maximum inter-arrival time for subsequent occurrences of the reference event. For the $R_1$ pattern instance

$$e \text{ occurs sporadic with minperiod } T_1 \text{ and maxperiod } T_2 \text{ and jitter } J.$$ 

we have $\Sigma_{R_1} = \{e\} \subseteq \Sigma_{Sys}$, and $T_1, T_2, J \in \mathbb{R}, 0 \leq T_1 \leq T_2, 0 \leq J$ are normalized time values. The language $\mathcal{L}_{R_1}$ of the pattern is defined as follows:

$$\mathcal{L}_{R_1} = \{(\sigma, \tau) \mid \exists \tau', \forall i \in \mathbb{N} : (\tau'_i \leq \tau_i \leq \tau'_i + J) \land (T_1 \leq \tau'_{i+1} - \tau'_i \leq T_2)\}$$

where $T_1, T_2$ form the lower and upper bound for the distance between subsequent occurrences of the reference event described by the time sequence $\tau' = \tau'_1 \tau'_2 \cdots$.

Sequences and Sets of Events The RSL language also provides specification of complex event occurrences by means of event sequences, event sets and logical operations on events. Event sequences are specified by an and then expression: (event and then event [during interval])

It can be used wherever the syntax allows to specify an event. They can be nested allowing for specification of event sequences longer than two. An optional interval in the expression confines the minimum and maximum distance between the involved events. In order to capture the semantics of event sequences, we denote $aT$ the sequence of symbols specified by an and then-expression, and $aT_i$ denotes the $i$th event in the sequence. In the following we restrict to the case where only the last event may be bounded by an additional interval. For example, the semantics of the $F_1$ pattern instantiation

$$\text{whenever } s \text{ occurs } (e \text{ and then } f \text{ and then } r \text{ during } [l', u']) \text{ occur during } [l,u].$$

is depicted in Figure 3. Here, $\Sigma_{F_1} = \{s, e, f, r\} \subseteq \Sigma_{Sys}$ denotes the set of events of the pattern, $l, u, l', u' \in \mathbb{R}$, and $aT = e f r$. The language $\mathcal{L}_{F_1_aT}$ is defined as follows:

$$\mathcal{L}_{F_1_aT} = \{(\sigma, \tau)\mid \forall i \in \mathbb{N}, \exists \theta = \theta_1 \ldots \theta_n, n = |aT| : \sigma_i = s \Rightarrow (i < \theta_1) \land (\forall 1 \leq k \leq n : (\tau_i + l \leq \tau_{\theta_k} \leq \tau_i + u) \land (\sigma_{\theta_k} = aT_k) \land (\tau_{\theta_1} + l' \leq \tau_{\theta_n} \leq \tau_{\theta_1} + u'))\}$$
Similarly to $L_{F1}$ the attribute `once` may be applied or the optional part `does not` may be used, which replaces $\exists \emptyset$ by $\exists \emptyset$, respectively $\not\exists \emptyset$.

Additionally, RSL provides a shortcut for the specification of $N$ subsequent occurrences of the same event. The syntax is: $N$ times event.

Further it is sometimes useful to define sets of events where ordering does not matter. Arbitrary ordering of a set $\{a, b, c\}$ of events can thus be expressed as

\[
(a \text{ and then } b \text{ and then } c \text{ during } [l', u']) \text{ OR } (a \text{ and then } c \text{ and then } b \text{ during } [l', u']) \text{ OR } (b \text{ and then } a \text{ and then } c \text{ during } [l', u']) \text{ OR } ...
\]

As an abbreviation RSL provides the construct set $\{ \text{event}, \ldots, \text{event} \}$ during interval).

**Satisfaction-relation** While each RSL pattern instantiation defines a distinct language, we have to reason about satisfaction of such constraint by a given system. So we assume system behaviour also be defined in terms of languages over timed traces. That is, a system $S$ is defined by a language $L_{Sys}$ over the alphabet $\Sigma_{Sys}$. $S$ satisfies an RSL constraint $p$ over an alphabet $\Sigma_p$ if and only if $L_{Sys}|_{\Sigma_p} \subseteq L_p$.

For multiple RSL-patterns $p_1 \cdots p_n$, each of which forms a timed language $L_{p_i}$ over an alphabet $\Sigma_{p_i}$, the system obviously must satisfy all those constraints. This is equivalent to constructing the parallel composition of the constraints $\bigwedge_i p_i$ and then to check the system against it. The language of the parallel composition however is simply defined as follows:

\[
L = \{ (\sigma, \tau) | \forall i : (\sigma, \tau)_{|\Sigma_{p_i}} \in L_{p_i} \}
\]

If all alphabets $\Sigma_{p_i}$ are the same, then $L$ is simply the intersection of all $L_{p_i}$.

### 3 Mapping of TADL Constraints

The TADL semantics [Par09] of constraints defines how assumptions about occurrences of `events` must relate to each other for a set of timing constraints to be satisfied. That is the semantics of a constraint is given by its satisfaction-relation. The semantics of an `event` is the same as in RSL. For the occurrence of an event $e$ TADL defines a function $\text{dynamics}(e) = \{t_1, t_2, \cdots\}$, which associates that event with a list of strictly increasing time values. Thus it is a projection $(\sigma, \tau)\{e\}$ followed by a projection on the second component, where $\{e\} \subseteq \Sigma_{Sys}$. What remains is a strictly increasing time sequence $\tau = \tau_1 \tau_2 \cdots$ denoting the times of occurrences for event $e$ in an observation.

An event chain relates two sets of events, `stimulus` and `response`. There is an intuition behind an event chain. However in [Par09] the semantics are left undefined and it is argued, that arising questions about causality would involve the semantics of the structural model, which was not intended. That means the causality of events is NOT defined by such an event chain.
3.1 Delay constraints

Delay constraints are applied on the stimulus- and response-sets of event chains and describe how the occurrences of events of that sets must relate. The parameters of each kind of delay constraint are given by a subset the following elements: A set $S$ of events acting as stimuli, a set $R$ of events acting as responses, a time offset $l$ indicating the near edge of a time window, a time offset $u$ indicating the far edge, and the size $w$ of a sliding window.

**Reaction constraint** From [Par09]: A reaction time constraint $c$ is satisfied for some given event behaviour if and only if for all events $s$ in $S$, for all times $t$ in $\text{dynamics}(s)$, for all events $r$ in $R$, there exists at least one time $v$ in $\text{dynamics}(r)$ such that $t+l \leq v \leq t+u$.

Using the previously defined interpretation of the function $\text{dynamics}(e)$, we can derive a timed language characterizing a reaction constraint. A reaction constraint forms a timed language $L_{\text{react}}$ over an alphabet $\Sigma_{\text{react}} = \{S \cup R\} \subseteq \Sigma_{\text{Sys}}$, defined as

$$L_{\text{react}} = \{ (\sigma, \tau) \ | \forall i \in \mathbb{N}, \forall s \in S, \forall r \in R, \exists j \in \mathbb{N} : (\sigma_i = s) \Rightarrow (j > i) \land (\tau_i + l \leq \tau_j \leq \tau_i + u) \land (\sigma_j = r) \}$$

Characterizing the timed language of each TADL constraint is straightforward. For the remaining constraints we will thus not cite the TADL semantics and directly give the timed language. The semantics of an output synchronization constraint $L_{\text{output}}$ can be expressed in RSL by a $F_1$ pattern for each event $r \in \{r_1, \cdots, r_n\} = R$. The lower and upper bound $l$ and $u$, respectively, are the same for all these $F_1$ patterns. Thus, $\forall r \in R$:

whenever $s_1 \text{ OR } \cdots \text{ OR } s_m$ occurs $r$ occur during $[l, u]$.

**Proposition 1** $L_{\text{react}} = \bigcap_{r \in R} L_{F_1_r}$

**Output Synchronization constraint** An output synchronization constraint is a reaction constraint extended by the additional parameter $w$. It forms a timed language $L_{\text{output}}$ over an alphabet $\Sigma_{\text{output}} = \{S \cup R\} \subseteq \Sigma_{\text{Sys}}$, defined as

$$L_{\text{output}} = \{ (\sigma, \tau) \ | \forall i \in \mathbb{N}, \forall s \in S, \exists x \in \mathbb{R}, \forall r \in R, \exists j \in \mathbb{N} : (\sigma_i = s) \Rightarrow (j > i) \land (\tau_i + l \leq \tau_j \leq \tau_i + u) \land (\sigma_j = r) \land (x \leq \tau_j \leq x + w) \}$$

The semantics of an output synchronization constraint $L_{\text{output}}$ can be expressed in RSL by a $F_1$ pattern for each event $r \in \{r_1, \cdots, r_n\} = R$. The lower and upper bound $l$ and $u$, respectively, are the same for all these $F_1$ patterns. Thus, $\forall r \in R$:
Proposition 2 \( \mathcal{L}_{\text{output}} = (\| r \in R \mathcal{L}_{F1_{\text{once}, r}} ) \| \mathcal{L}_{F1_{\text{set}, w}} \)

**Age constraint** An age constraint forms a timed language \( \mathcal{L}_{\text{age}} \) over an alphabet \( \Sigma_{\text{age}} = \{ S \cup R \} \subseteq \Sigma_{\text{sys}} \), defined as

\[
\mathcal{L}_{\text{age}} = \{ (\sigma, \tau) | \forall i \in \mathbb{N}, \forall r \in R, \forall s \in S, \exists j \in \mathbb{N} : \\
(\sigma_i = r) \Rightarrow (j < i) \land (\tau_i - u \leq \tau_j \leq \tau_i - l) \land (\sigma_j = s) \}
\]

The semantics of an age constraint \( \mathcal{L}_{\text{age}} \) can be expressed in RSL by a \( F1 \) pattern for each event \( s \in \{ s_1, \ldots, s_n \} = S \). The lower and upper bound \( l \) and \( u \), respectively, are the same for all these \( F1 \) patterns. Thus, \( \forall s \in S \):

whenever \( r_1 \) OR \( \cdots \) OR \( r_m \) occurs \( s \) occur during \( [l, u] \).

**Proposition 3** \( \mathcal{L}_{\text{age}} = \| s \in S \mathcal{L}_{F1_s} \)

**Input Synchronization constraint** An input synchronization constraint is an age constraint extended by the additional parameter \( w \). It forms a timed language \( \mathcal{L}_{\text{input}} \) over an alphabet \( \Sigma_{\text{input}} = \{ S \cup R \} \subseteq \Sigma_{\text{sys}} \), defined as

\[
\mathcal{L}_{\text{input}} = \{ (\sigma, \tau) | \forall i \in \mathbb{N}, \forall r \in R, \exists x \in \mathbb{R}, \forall s \in S, \exists ! j \in \mathbb{N} : \\
(\sigma_i = r) \Rightarrow (j < i) \land (\tau_i - u \leq \tau_j \leq \tau_i - l) \land (\sigma_j = s) \land (x \leq \tau_j \leq x + w) \}
\]

The semantics of an input synchronization constraint \( \mathcal{L}_{\text{input}} \) can be expressed in RSL by a \( F1 \) pattern for each event \( s \in \{ s_1, \ldots, s_n \} = S \). The lower and upper bound \( l \) and \( u \), respectively, are the same for all these \( F1 \) patterns. Thus, \( \forall s \in S \):
whenever \( r_1 \) OR ... OR \( r_m \) occurs \( s \) occur during \([-u,-l]\), once.

Finally another \( F1 \) pattern of the following definition must be instantiated:

whenever \( r_1 \) OR ... OR \( r_m \) occurs set \( \{s_1, ..., s_n\} \) during \([0,w]\) occur during \([-u,-l]\).

Proposition 4 \( \mathcal{L}_{\text{input}} = (\|s \in S \mathcal{L}_{F1\text{once}_s}) \| \mathcal{L}_{F1\text{set}_w} \)

3.2 Repetition rate constraints

Repetition rate constraints place restrictions on the distribution of the occurrences of a single event, forming a so called event model. TADL includes four kinds of repetition rate constraints, namely: periodic, sporadic, pattern and arbitrary. An additional generic repetition rate constraint is defined, that constitutes a semantic foundation for those repetition rate constraints. However it can NOT be instantiated directly.

Generic repetition rate constraint  

A generic repetition rate constraint is parametrized by the following elements: The event \( e \), whose occurrences are constrained, a lower bound \( l \) on the time-distance between occurrences of \( e \), an upper bound \( u \) on the time-distance between occurrences of \( e \), the deviation \( J \) from an ideal point in time, at which the event \( e \) is expected to occur and the actual time it occurs and a count \( SP \) indicating whether it is subsequent occurrences or occurrences farther apart that are constrained.

A generic repetition rate constraint forms a timed language \( \mathcal{L}_{\text{generic}} \) over an alphabet \( \Sigma_{\text{generic}} = \{e\} \subseteq \Sigma_{\text{sys}} \), defined as

\[
\mathcal{L}_{\text{generic}} = \{(\sigma, \tau)\mid \exists \tau', \forall i \in \mathbb{N} : (\tau_i' \leq \tau_i \leq \tau_i' + J) \land (l \leq \tau_{i+SP} - \tau_i' \leq u)\}
\]

where \( \tau' = \tau'_1 \tau'_2 ... \) is a time sequence of ideal times of occurrences for event \( e \).

The semantics of the four kinds of repetition rate constraints are defined in terms of multiple generic repetition rate constraints and reaction time constraints. The definition of periodic, sporadic and pattern are based on generic repetition rate constraints with \( SP = 1 \). That semantics can be expressed in RSL by instantiating the following \( R1 \) pattern:

\( e \) occurs sporadic with minperiod \( l \) and maxperiod \( u \) and jitter \( J \).

If we have a generic repetition rate constraint \( c \), with \( SP = 1 \), \( \mathcal{L}_c = \mathcal{L}_{R1} \) is given by the definitions of both languages.
The semantics of an arbitrary repetition constraint is based on generic repetition rate constraints with $SP \geq 1$ and $J = 0$. It can be expressed by the following $F1$ patterns:

- whenever $e$ occurs $SP$ times $e$ occur during $[0, u]$, once.
- whenever $e$ occurs $SP$ times $e$ does not occur during $[0, l]$.

**Proposition 5** For a generic repetition rate constraint $c$ with $jitter(c) = 0$: $L_c = L_{F1a_T, once} \parallel L_{F1a_T, neg}$

### 4 Conclusion

We presented a pattern-based textual requirements specification language (RSL), that exhibits a natural language style. The RSL allows writing of natural sounding requirements while providing a well defined formal semantics. Thus RSL can narrow the gap from informal requirement specification documents to formal specifications and verification techniques. The language provides patterns for various aspects like safety, functional and timing requirements. With regard to timing aspects we showed that the expressiveness of RSL is powerful enough to cover all constraints of the Timing Augmented Description Language (TADL). This enables using RSL to express a relevant set of timing requirements as defined in a well established specification language, while maintaining convenience and intuitiveness of natural language.
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